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Chapter  37

Power Consumption Aware 
Cluster Resource Management

ABSTRACT

In 2007, the Green500 list was introduced, which compares supercomputers by performance-per-watt. 
Since supercomputers consist of thousands of nodes, energy-saving is a growing demand. Compute 
clusters are often managed by a so-called Resource Management Systems (RMS), which have load 
information about the whole system. For clusters with changing compute demands, this can be used to 
switch on/off nodes according to the current load situation and save energy this way. Here, the authors 
present energy-saving techniques that work on the management level and measurements that show that 
speed scaling is not a good means for energy saving. Further, they give an overview of some important 
standards and specifications related to energy saving, like ACPI and IPMI. Finally, the authors present 
their energy-saving daemon called CHERUB. Due to its modular design, it can operate with different 
Resource Management Systems. Their experimental results show that CHERUB’s scheduling algorithm 
works well, i.e. it will save energy, if possible, and avoids state flapping.

INTRODUCTION

Clusters are a popular hardware platform for 
compute-intensive applications, but the power 
consumption of these machines has already 
reached an unacceptable amount. The High 
Performance Computing (HPC) community is 

aware of this conflict. As a complement to the 
list of the 500 fastest machines, the Green500 list 
(Green500, 2011) compares supercomputers by 
their performance-per-watt since November 2007. 
For example, in the Top500 (Top500, 2011) list 
of June 2010, the first place is held by the Jaguar 
cluster, which is located at the National Labora-
tory at Oak Ridge and was installed in 2009. It 
has 225.162 cores and a performance of 1.759.000 

Simon Kiertscher
Potsdam Institute for Climate Impact Research, Germany

Bettina Schnor
University of Potsdam, Germany

Jörg Zinke
University of Potsdam, Germany

DOI: 10.4018/978-1-4666-4852-4.ch037



659

Power Consumption Aware Cluster Resource Management

GFlops. That system requires 7MW under full 
load. This amount of energy results in costs of 
approximately 7 million USD per year (Dongarra, 
2010). Because of the high-energy consumption, 
Jaguar is only ranked 56 in the Green500 list of 
June 2010. Only a half year later, Tianhe-1A 
overtakes Jaguar with 2.566.000 GFlops. This is 
nearly 33% more compute power, but Tianhe-1A 
also needs only 4MW, which are 42% less energy 
consumption. It is ranked 1 on the Top500 (Nov 
2010) and rank 11 on the Green500 (Nov 2010), 
while Jaguar only gets ranked 2 on the Top500 and 
a weak rank of 88 in the Green500 in those Lists.

In 2006, all data and computing centers of 
the USA consumed about 61 billion kWh. This 
equates to about 4.5 billion USD and 1.5% of the 
whole American power consumption. The U.S. 
Environmental Protection Agency has raised this 
numbers and their prognosis is a doubling of these 
numbers until 2011 (USEPA, 2007). Thus, data and 
computing centers are starting to take care of their 
operations per joule. Besides massively reducing 
the input power by using lower powered embedded 
systems, a data center has the following options:

1.  Virtualization of clusters: Aggregate a lot of 
weak machines into a few strong comput-
ers, and optionally simulate the cluster. The 
benefit is fewer machines require less energy, 
and result in less heat production. Thus, one 
requires less air conditioning systems, which 
usually require also a lot of energy.

2.  Shutdown of unused hardware: Machines 
that are powered off do only consume a 
minimum of voltage and produce (nearly) 
no heat.

The second option seems to be very efficient 
but requires some kind of monitoring system to 
decide which machines are not needed and can 
be powered off. This is a strategy, which is not 
well suitable for clusters working. However, it is 
well suited for clusters in institutes with varying 
workloads (see section “Experimental Results”).

This chapter presents a design for a daemon, 
which implements such a monitoring system. We 
start with explaining important background like 
Resource Management Systems and possibilities 
to remotely control a cluster. Then, we show 
two measurement series in which we not only 
observed how much energy a compute node of 
a cluster needs in various modes but also how 
efficient it is to clock down cores or use Hyper-
threading. Next, we describe a modular design 
for an energy-saving daemon and an open source 
prototype implementation called CHERUB. 
Furthermore, we present test results, which show 
the benefits of CHERUB.

BACKGROUND

First, we give a short introduction into the field of 
Resource Management Systems. We will also pres-
ent some energy aware research already done in 
this field. The concept of an energy-saving daemon 
is also suited for Server Load Balancing (SLB) 
clusters managed by dispatchers like Linux Virtual 
Server (LVS, 2010), since the only requirement is 
a central approach for resource management, but 
in this chapter we will concentrate on the High 
Performance Computing clusters.

Resource Management Systems

The general purpose of Resource Management 
Systems (RMS) in compute clusters is to handle 
distribution and execution of jobs/requests on 
cluster nodes. They all have in common a cen-
tral approach, i.e., there exists a central decision 
component (daemon). The general architecture 
of a RMS is shown in Figure 1.

A RMS typically uses four hardware compo-
nents:

•	 Master Node: Usually runs the server 
programs and the central scheduler of the 
RMS.
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