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Chapter  45

INTRODUCTION

The very first question comes into mind when 
thinking about machine learning and computer 
vision is: “How can a machine recognize and in-
terpret images/scenes?” Without a doubt, among 
the various capabilities that humans beings have, 
recognizing objects based on their appearance 
(visual recognition) is one of our most significant 

abilities. Human beings can recognize familiar ob-
jects with little difficulty; whereas, artificial vision 
systems are far from matching the accuracy, speed 
and generality of human vision (Ponce, Hebert, 
Schmid, & Zisserman, 2007). In fact, creating a 
machine with similar capabilities to human be-
ings is one of the main goals of computer vision 
research. Upon achieving this ultimate goal, a wide 
variety of powerful applications would emerge. 
Face recognition – the task of identifying a per-
son from his/her images – is probably the best 
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ABSTRACT

Recognizing objects based on their appearance (visual recognition) is one of the most significant abili-
ties of many living creatures. In this study, recent advances in the area of automated object recognition 
are reviewed; the authors specifically look into several learning frameworks to discuss how they can be 
utilized in solving object recognition paradigms. This includes reinforcement learning, a biologically-
inspired machine learning technique to solve sequential decision problems and transductive learning, 
and a framework where the learner observes query data and potentially exploits its structure for clas-
sification. The authors also discuss local and global appearance models for object recognition, as well 
as how similarities between objects can be learnt and evaluated.
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known application of computer vision and pattern 
recognition. In fact, any task that makes use of a 
scene to identify objects is a potential application; 
content-based image retrieval, object tracking, 
robot navigation, automated surveillance, etc are 
among many that come to mind.

In this chapter, several machine learning ap-
proaches devised for recognizing objects will be 
introduced. Influential works along recent topics 
in the area of object recognition and machine 
learning will also be discussed. 

OBJECT DESCRIPTION 
AND REPRESENTATION 
IN COMPUTER VISION

Objects can be described by different cues. For 
example, objects can be described by geometrical 
primitives like boxes, spheres, cones, and cylin-
ders. Describing and representing objects based 
on their appearance is a widely studied approach 
in the literature (Bartlett, Movellan, & Sejnowski, 
2002; Belhumeur, Hespanha, & Kriegman, 1997; 
Dorko & Schmid, 2005; Lowe, 2004; Mikolajczyk, 
Leibe, & Schiele, 2005; Serre, Wolf, Bileschi, 
Riesenhuber, & Poggio, 2007; Shechtman & 
Irani, 2007; Turk & Pentland, 1991; H. Zhang, 
Gao, Chen, & Zhao, 2006). The general idea of 
appearance-based object recognition is to extract 
useful and robust information from only the ap-
pearance of the object-of-interest that is usually 
captured by different two-dimensional views. 
Appearance-based methods can be sub-divided 
into two main classes: local and global approaches.

Global Appearance Models 
for Object Recognition

Global appearance-based methods for object 
recognition try to project original input images 
onto a suitable lower dimensional representation. 
By choosing different optimization criteria for the 
projected data different methods can be derived.

Principal Component Analysis (PCA)

PCA was introduced to Computer Vision by 
Kirby and Sirovich (Sirovich & Kirby, 1987) and 
is the most well-known projection in this area. It 
was popularized as the influential Eigenface 
method of Turk and Pentland in face recognition 
in 1991 (Turk & Pentland, 1991). In the Eigenface 
method, images are considered to be high dimen-
sional vectors and a given image xi of size h×w 
is arranged as a vector ∈ d , where d=hw. If a 
set of images X={x1,x2,…,xN}, x

i
d∈ �  are avail-

able for training then the Eigenface method uses 
PCA projection to derive a lower dimension rep-
resentation of images in the form of y U x

i d m
T

i
= × ,  

m≪d. Not only has PCA and its extensions been 
widely used as object descriptors (Gottumukkal 
& Asari, 2004; K. I. Kim, Jung, & Kim, 2002; C. 
Liu, 2004; C. Liu & Wechsler, 2000; Moghaddam, 
2002; Vidal, Ma, & Sastry, 2005; J. Yang, Frangi, 
Yang, Zhang, & Jin, 2005; J. Yang, Zhang, 
Frangi, & Yang, 2004) but it has been also con-
sidered as a pre-processing step for other methods 
like Fisherface (Belhumeur, et al., 1997) or ICA-
based approaches (Bartlett, et al., 2002). A nu-
merically robust way to compute PCA projection 
is based on Singular Value Decomposition (SVD). 
This algorithm is illustrated in Table 1.

Linear Discriminant Analysis

As PCA technique finds orthogonal dimensions 
of maximal variance (or energy), if substantial 
changes in illumination, pose or expression are 
presented in the training set, the resulting descrip-
tor then does not necessary encode similarities 
between faces (Jain & Li, 2005). To alleviate 
this problem, if class labels are provided in the 
training set, this additional information can be 
used for learning. Linear Discriminant Analysis 
(LDA) is a linear projection that simultaneously 
(1) maximizes distances among different classes, 
and (2) reduces distances among samples inside 
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