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Chapter  59

INTRODUCTION

Data, Information and Knowledge

Before discussed any further about data mining, 
it is better for us to describe first what are data, 
information, and knowledge.

According to Palace (1996), Data are any 
facts, numbers, or text that can be processed by 
a computer. Recently, there are huge growing 
amounts of data in different formats and different 
databases. This includes:

• Operational or transactional data: data 
that are obtained from sales, cost, inven-
tory, payroll, and accounting.
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ABSTRACT

This chapter will discuss a very useful technique to get (or to mine) a hidden information or knowledge 
which is lie in our data namely, data mining, which is a powerful and automatic (or semi-automatic) 
technique. Not only about the concept and theory, this chapter will also discuss about the application 
and implementation of data mining. Firstly, the authors will talk about data, information, and knowledge, 
whether they are different or not. After understand the term, they will discuss about what data mining is 
and what the importance of it. Second, they describe the process of gaining the hidden knowledge, how 
it is done, from the beginning until presenting the result. The authors will go through it step by step. In 
the next section, they will discuss about the several different tasks of data mining. In addition, to get a 
better understanding, the authors will compare data mining with other terminology which closely related 
so called data warehouse, and OLAP. For the last, but not the least, as stated before, this chapter will 
tell us about the real implementation of data mining in several different areas.
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• Non-operational data: data are obtained 
from forecasting, industry, and macro-eco-
nomic data.

• Metadata: that is data about the data itself, 
such as logical database design or data dic-
tionary definitions

From data we can get information, which is the 
patterns, associations, or relationships among all 
the data. For example, from the analysis of point 
of sale transaction we can obtain information about 
which products are sold and when.

Furthermore, information can be converted into 
knowledge about historical patterns and future 
trends. For instance, the monthly information from 
the point of sale transaction can be analyzed to 
understand the consumer buying behavior. As a 
consequence, the retailer could determine which 
promotional effort is worth, or which products 
are going to be advertised more than the others.

What Data Mining Is

In his books, Berson (2000) stated that data min-
ing is an automated process of detecting relevant 
patterns in database. In his books, Berson gave an 
interesting example about how finding a pattern 
could be useful: suppose that there is a pattern 
that showed that married males with children tend 
to drive a sports car compared to married males 
without children then this pattern would indeed 
valuable and quite surprising for the marketing 
manager.

When discovering patterns in data, the process 
itself should be automatic or (usually) semiauto-
matic. The patterns discovered must be meaningful 
such that they lead to some advantage. Moreover, 
useful patterns allow us to make nontrivial pre-
dictions on new data. There are two approaches 
for the expression of a pattern (Witten & Frank, 
2005): as a black box whose innards are effectively 
incomprehensible and as a transparent box whose 
construction reveals the structure of the pattern. 
Both, we are assuming, make good predictions. 

The difference between them is on their structure, 
whether their structure represent the pattern that 
can be examined and analyzed or not. In other 
words, we interested in patterns that also explain 
something about the data itself.

In order to understand data mining better, 
Palace (1996) gave a good example about data 
mining, data mining software and analysis. There 
are retailers that used the data mining capacity 
of Oracle software to analyze buying patterns of 
their customers. It is found that when men bought 
diapers on Thursdays and Saturdays, many of 
them also buy beer. After some analysis, it is re-
vealed that these men typically did their weekly 
grocery shopping on Saturdays. On Thursdays, 
however, they only bought a few items. The retail-
ers concluded that these men purchased the beer 
to have it available for the upcoming weekend. 
Then the retailers could use this newly discovered 
information in various ways to increase revenue. 
For example, we could sell beer and diapers at 
full price on Thursday as well as move the beer 
display next to the diaper display.

Data mining is also about solving problems by 
analyzing data in databases. For example, we want 
to figure out about the loyalty of our customer in 
a highly competitive marketplace. A database of 
customer, along with customer profiles, could be 
a good starting point. First we could analyze the 
behavior of the former customers, distinguishing 
the loyal ones from the customer who likely to 
switch to another products. Once the distinguished 
characteristics are found, we could use these 
characteristics to identify the present customer. 
This specific group can be targeted for a special 
treatment. Using the same techniques, we can 
also identify customers who might be attracted 
to another product, or another offers.

However, data mining is not a magic. For many 
years, experts have manually “mined” databases, 
looking for statistically significant patterns. Data 
mining is similar with when the analyst uses sta-
tistical and machine learning techniques to predict 
the patterns. Recently, technologies automate the 
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