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ABSTRACT

Over the last few decades, computing performance, memory capacity, and disk storage have all increased 
by many orders of magnitude. However, I/O performance has not increased at nearly the same pace: 
a disk arm movement is still measured in milliseconds, and disk I/O throughput is still measured in 
megabytes per second. If one wishes to build computer systems that can store and process petabytes of 
data, they must have large numbers of disks and the corresponding I/O paths and memory capacity to 
support the desired data rate. A cost efficient way to accomplish this is by clustering large numbers of 
commodity machines together. This chapter presents Chirp as a building block for clustered data intensive 
scientific computing. Chirp was originally designed as a lightweight file server for grid computing and 
was used as a “personal” file server. The authors explore building systems with very high I/O capacity 
using commodity storage devices by tying together multiple Chirp servers. Several real-life applications 
such as the GRAND Data Analysis Grid, the Biometrics Research Grid, and the Biocompute Facility 
use Chirp as their fundamental building block, but provide different services and interfaces appropriate 
to their target communities.
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INTRODUCTION

It is not enough to have raw hardware for data 
intensive computing. System software is also 
needed to manage the system and make it acces-
sible to users. If data is scattered all over the disks 
of a cluster, then it must be tracked, replicated, 
and periodically validated to ensure survival in 
the face of failures. Programs that execute on the 
system must be able to locate the relevant data 
and preferably execute on the same node where 
it is located. Users must have a reasonably simple 
interface for direct data access as well as for 
computation on the data itself.

Over the last five years, we have gained ex-
perience in designing, building, and operating 
data intensive clusters at the University of Notre 
Dame. Working closely with domain experts in 
physics, biometrics, and bioinformatics, we have 
created several novel systems that collect data 
captured by digital instruments, make it easy to 
search and access, and provide high level facili-
ties for processing the data in ways that were not 
previously possible. This chapter outlines our 
experience with each of these repositories.

Chirp (Thain, Moretti, & Hemmes, 2009) 
is our building block for clustered data inten-
sive scientific computing. Chirp was originally 
designed as a lightweight file server for grid 
computing. It was first used as a “personal” file 
server that could be easily deployed on a user’s 
home machine or temporarily on a computing 
grid to allow a remotely executing application to 
access its data. However, we quickly discovered 
that the properties that made Chirp suitable for 
personal use – rapid deployment, flexible security, 
and resource management – also made it very 
effective for building storage clusters. By tying 
together multiple Chirp servers, we could easily 
build a system with very high I/O capacity using 
commodity storage devices.

Chirp is currently deployed on a testbed of over 
300 commodity storage devices at the University 
of Notre Dame, in is in active use at other research 

institutions around the world. Using this testbed, 
we have constructed a number of scalable data 
storage and analysis systems. Each uses Chirp 
as its fundamental building block, but provides 
different services and interfaces appropriate to 
the target community:

•	 The GRAND Data Analysis Grid pro-
vides a scalable archive for data produced 
by the GRAND cosmic ray experiment at 
Notre Dame. It provides a conventional 
filesystem interface for direct access, a 
shell-like capability for parallel process-
ing, and a web portal for high level data 
exploration.

•	 The Biometrics Research Grid archives 
all of the photographic and video data col-
lected in the lab by the Computer Vision 
Research Lab at Notre Dame. It provides a 
combination database-filesystem interface 
for batch processing, several abstractions 
for high level experimental work, and a 
web portal for data exploration.

•	 The Biocompute facility provides a web 
interface to large scale parallel bioinfor-
matics applications. Large input databases 
are obtained from national repositories and 
local experimental facilities, and replicat-
ed across opportunistic storage devices. 
Users may run large queries using standard 
tools which are decomposed and executed 
across the storage cluster.

In this chapter, we will explain the architecture 
of each of these systems, along with our experience 
in constructing, deploying, and using each one. 
We begin by describing the fundamental building 
block, the Chirp file server.

THE CHIRP FILE SERVER

Chirp is a practical global filesystem designed for 
cluster and grid computing. An overview of the 



 

 

13 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/data-intensive-computing-clustered-chirp/62825

Related Content

G2G: A Meta-Grid Framework for the Convergence of P2P and Grids
Wu-Chun Chung, Chin-Jung Hsu, Yi-Hsiang Lin, Kuan-Chou Laiand Yeh-Ching Chung (2010). International

Journal of Grid and High Performance Computing (pp. 1-16).

www.irma-international.org/article/g2g-meta-grid-framework-convergence/45743

Error Recovery for SLA-Based Workflows within the Business Grid
Dang Minh Quan, Jörn Altmannand Laurence T. Yang (2012). Grid and Cloud Computing: Concepts,

Methodologies, Tools and Applications  (pp. 1349-1375).

www.irma-international.org/chapter/error-recovery-sla-based-workflows/64543

Distributed Image Processing on a Blackboard System
Gerald Schaeferand Roger Tait (2009). Handbook of Research on Grid Technologies and Utility

Computing: Concepts for Managing Large-Scale Applications  (pp. 219-225).

www.irma-international.org/chapter/distributed-image-processing-blackboard-system/20523

Novel Software Containers for Engineering and Scientific Simulations in the Cloud
Wolfgang Gentzschand Burak Yenier (2016). International Journal of Grid and High Performance

Computing (pp. 38-49).

www.irma-international.org/article/novel-software-containers-for-engineering-and-scientific-simulations-in-the-

cloud/149913

Experimental Error Measurement in Monte Carlo Simulation
Lucia Cassettari, Roberto Moscaand Roberto Revetria (2010). Handbook of Research on Discrete Event

Simulation Environments: Technologies and Applications  (pp. 92-142).

www.irma-international.org/chapter/experimental-error-measurement-monte-carlo/38259

http://www.igi-global.com/chapter/data-intensive-computing-clustered-chirp/62825
http://www.irma-international.org/article/g2g-meta-grid-framework-convergence/45743
http://www.irma-international.org/chapter/error-recovery-sla-based-workflows/64543
http://www.irma-international.org/chapter/distributed-image-processing-blackboard-system/20523
http://www.irma-international.org/article/novel-software-containers-for-engineering-and-scientific-simulations-in-the-cloud/149913
http://www.irma-international.org/article/novel-software-containers-for-engineering-and-scientific-simulations-in-the-cloud/149913
http://www.irma-international.org/chapter/experimental-error-measurement-monte-carlo/38259

