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AbstrAct

Aiming to develop a systematic approach for optimizing the structure of artificial higher order neural 
networks (HONN) for system modeling and function approximation, a new HONN topology, namely 
polynomial kernel networks, is proposed in this chapter. Structurally, the polynomial kernel network 
can be viewed as a three-layer feedforward neural network with a special polynomial activation func-
tion for the nodes in the hidden layer. The new network is equivalent to a HONN; however, due to the 
underlying connections with polynomial kernel support vector machines, the weights and the structure 
of the network can be determined simultaneously using structural risk minimization. The advantage of 
the topology of the polynomial kernel network and the use of a support vector kernel expansion paves the 
way to represent nonlinear functions or systems, and underpins some advanced analysis of the network 
performance. In this chapter, from the perspective of network complexity, both quadratic programming 
and linear programming based training of the polynomial kernel network are investigated.
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A New Topology for Artificial Higher Order Neural Networks

INtrODUctION

As an important neural processing topology, 
artificial higher order neural networks (HONNs) 
have demonstrated great potential for approximat-
ing unknown functions and modeling unknown 
systems (Kosmatopoulos et al., 1995; Kosmato-
poulos and Christodoulou, 1997). In particular, 
HONNs have been adopted as basic modules in 
the construction of dynamic system identifiers 
and also controllers for highly uncertain systems 
(Rovithakis, 1999; Lu et al., 2006). Nevertheless, 
as an important factor that affects the performance 
of neural networks, the structure of a network 
is usually hard to determine appropriately in 
any specific application. It is possible to reduce 
modeling errors by increasing the complexity of 
the network; however, increasing the complexity 
may overfit the data leading to a degradation of 
its generalization ability. As a consequence, in 
practice the choice of network structure is often 
a compromise between modeling errors and the 
network complexity. Some efforts have been made 
in the attempt to determine the optimal topological 
structure of HONN by using for example genetic 
algorithms (Rovithakis et al., 2004).  

Recently, there has been a trend in the machine 
learning community to construct a nonlinear 
version of a linear algorithm using the so-called 
‘kernel method’ (Schölkopf and Smola, 2002; 
Vert et al., 2004). As a new generation of learning 
algorithms, the kernel method utilizes techniques 
from optimization, statistics, and functional 
analysis to achieve maximal generality, flexibil-
ity, and performance. The kernel machine allows 
high-dimensional inner-product computations to 
be performed with very little overhead and brings 
all the benefits of the mature linear estimation 
theory. Of particular significance is the Support 
Vector Machine (SVM) that forms an important 
subject in the learning theory. SVM is derived 
from statistical learning theory (Evgeniou et al., 
2000; Cristianini and Shawe-Taylor, 2000), which 
is a two-layer network with inputs transformed 

by the kernels corresponding to a subset of the 
input data, while its output is a linear function 
of the weights and kernels. The weights and the 
structure of the SVM are obtained simultaneously 
by a constrained minimization at a given precision 
level of the modeling errors. For all these reasons, 
the kernel methods have become more and more 
popular as an alternative to neural-network ap-
proaches. However, due to the fact that SVM is 
basically a non-parametric technique, its effec-
tive use in dynamical systems and control theory 
remains to be seen. 

Actually, SVM includes a number of heuristic 
algorithms as special cases. The relationships 
between SVM and radial basis function (RBF) 
networks, neuro-fuzzy networks and multilayer 
perceptron have been accentuated and utilized for 
developing new learning algorithms (Chan et al., 
2001; Chan et al., 2002; Suykens and Vandewalle, 
1999). Of particular interest is a recent observation 
that Wiener and Volterra theories, which extend 
the standard convolution description of linear 
systems by a series of polynomial integral opera-
tors with increasing degrees of nonlinearity, can 
be put into a kernel regression framework (Franz 
and Schölkopf, 2006). 

Inspired by the unifying view of Weiner 
and Volterra theories and polynomial kernel 
regression, provided by (Franz and Schölkopf, 
2006), and by the fact that the Wiener expansion 
decomposes a signal according to the order of 
interaction of its input elements, in this chapter a 
new topology for HONN, called the polynomial 
kernel network, is proposed and investigated, 
which bridges the gap between the parametric 
HONN model and the non-parametric support 
vector regression model. 

Structurally, the polynomial kernel network 
can be viewed as a three-layer feedforward neu-
ral network with a special polynomial activation 
function for the nodes in the hidden layer. Due 
to the equivalence between the proposed poly-
nomial kernel network and the support vector 
machine with an inhomogeneous polynomial 
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