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AbstrAct

Real-world financial systems are often nonlinear, do not follow any regular probability distribution, and 
comprise a large amount of financial variables. Not surprisingly, it is hard to know which variables are 
relevant to the prediction of the stock return based on data collected from such a system. In this chapter, 
we address this problem by developing a technique consisting of a top-down part using an artificial 
Higher Order Neural Network (HONN) model and a bottom-up part based on a Bayesian Network (BN) 
model to automatically identify predictor variables for the stock return prediction from a large financial 
variable set. Our study provides an operational guidance for using HONN and BN in selecting predictor 
variables from a large amount of financial variables to support the prediction of the stock return, includ-
ing the prediction of future stock return value and future stock return movement trends. 

INtrODUctION

The stock return prediction, including both the 
future stock return value prediction and the fu-
ture stock return movement trends prediction, 

has gained unprecedented popularity in financial 
market forecasting research in recent years (Keim 
& Stambaugh, 1986; Fama & French, 1989; Basu, 
1977; Banz, 1980; Jegadeesh, 1990; Fama & 
French, 1992; Jegadeesh &Titman, 1993; Lettau 
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& Ludvigson, 2001; Avramov & Chordia, 2006a; 
Avramov & Chordia, 2006b). Because any current 
stock market is not “efficient,” researchers believe 
that appropriate techniques can be developed for 
the prediction of the stock return for a certain 
period of time to allow investors to benefit from 
the market inefficiency. Actually, some previous 
works have proved this point of view to a certain 
extent (Fama & French, 1989; Fama & French, 
1992; Avramov & Chordia, 2006b, Ludvigson & 
Ng, 2007). In general, stock return prediction can 
be divided into two steps:

1. Identifying those predictor variables which 
can explain the stock return closely

2.  Setting up a linear or nonlinear model which 
expresses qualitative or quantitative relation-
ships between those predictor variables and 
the stock return. The stock return is then 
predicted by computing these models.

Obviously, the first step is the foundation of 
the prediction. However, there has not been a 
systematic technique developed in the past to 
effectively implement this step. This chapter 
focuses on developing an effective technique for 
this purpose. 

There exist a large number of financial 
variables for a stock market (typically, over 
100 variables or more), but not all of them are 
directly relevant to the stock return. Researchers 
always want to identify, among this large set of 
variables, those underlying predictor variables 
with a prominent influence on the stock return 
to support their further prediction. However, in 
the past two decades, because there have not been 
effective tools to fulfill this task, researchers have 
to select predictor variables manually according 
to their domain knowledge and experience or 
simply forced to use all the available financial 
variables when they want to predict the stock 
return (Fama & French, 1989; Fama & French, 
1992; Kandel & Stambaugh, 1996; Lettau & 

Ludvigson, 2001; Avramov & Chordia, 2006a; 
Avramov & Chordia, 2006b). 

Although the domain knowledge and experi-
ence may provide some help in selecting predictor 
variables, relying on them alone often causes the 
following two problems which prevent them from 
obtaining quality predictive results:

1. Because different researchers may have 
different domain knowledge and experi-
ences, selecting predictor variables manually 
may introduce researchers’ subjective 
biases, even some wrong information into 
the prediction procedure. 

2. Another problem of manual selection is 
that in many cases, the domain knowledge 
or experience may not at all be sufficient to 
determine whether some financial variables 
will influence the stock return or not. A 
trial and error approach is often resorted to 
in order to test out each of these variables 
and their combinations to ascertain the 
relevance, leading to too large a test problem 
to handle computationally.

Our main objective in this study is to develop 
a constructive technique that can effectively select 
predictor variables for stock return prediction from 
a large number of financial variables (typically, 
over 100 variables or more) automatically to 
overcome the above disadvantages caused by 
manual selection. The technique consists of a top-
down part and a bottom-up part. In the top-down 
part, we define an information credit for each 
candidate financial variable based on an artificial 
Higher Order Neural Network (HONN) model. A 
heuristic selection procedure will go through all 
the candidate variables, compute the information 
credit value for each of them and select the k 
variables with the highest value. Simultaneously, 
in the bottom-up part, a Bayesian Network (BN) 
is used to build up all the relationships that exist 
among all these variables using a directed acyclic 
graph. Using the generated BN graph, a validation 
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