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ABSTRACT

In the last 15 years, there has been a flourishing of research into the neural basis of reinforcement 
learning, drawing together insights and findings from psychology, computer science, and neuroscience. 
This remarkable confluence of three fields has yielded a growing framework that begins to explain how 
animals and humans learn to make decisions in real time. Mastering the literature in this sub-field can 
be quite daunting as this task can require mastery of at least three different disciplines, each with its own 
jargon, perspectives, and shared background knowledge. In this chapter, the authors attempt to make 
this fascinating line of research more accessible to researchers in any of the constitutive sub-disciplines. 
To this end, the authors develop a primer for reinforcement learning in the brain that lays out in plain 
language many of the key ideas and concepts that underpin research in this area. This primer is em-
bedded in a literature review that aims not to be comprehensive, but rather representative of the types 
of questions and answers that have arisen in the quest to understand reinforcement learning and its 
neural substrates. Drawing on the basic findings in this research enterprise, the authors conclude with 
some speculations about how these developments in computational neuroscience may influence future 
developments in Artificial Intelligence.
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INTRODUCTION

The last decade has seen a proliferation of re-
search exploring the neural and psychological 
mechanisms of reinforcement learning (for some 
good reviews and perspectives, see Dayan & 
Daw, 2008; Doya, 2007; Maia, 2009; Niv, 2009; 
Rangel, Camerer, & Montague, 2008; Schultz, 
2002, 2007). This flourishing area of computa-
tional neuroscience draws on the expertise and 
knowledge in many sub-disciplines, including 
psychology, neuroscience, computer science, 
philosophy, and economics, amongst others. This 
remarkable confluence of fields was catalyzed by 
the discovery of a close correspondence between 
the behaviour of dopamine neurons in classical 
conditioning tasks and the prediction error in 
the temporal-difference (TD) algorithm from 
reinforcement learning (Montague, Dayan & 
Sejnowski, 1996; Schultz, Dayan, & Montague, 
1997; Sutton, 1988; Sutton & Barto, 1990; see 
Figure 5). The import of this finding has filtered 
outward from a strikingly successful model of the 
neural basis of a simple conditioning behavior 
in animals to theoretical models of human eco-
nomic decision making and, in part, to an entire 
field of neuroeconomics (e.g., Glimcher et al., 
2009; Platt & Huettel, 2008; Rangel et al., 2008; 
Schultz, 2009).

Our goal in this chapter is two-fold. First, we 
aim to provide a primer of basic introductory 
materials in three of the constitutive disciplines 
of this enterprise—psychology, computer science, 
and neuroscience—to facilitate access by Artificial 
Intelligence (AI) researchers and other computa-
tional neuroscientists into this exciting field. As 
our second goal, we will not directly re-tread the 
ground covered in detail by the many compre-
hensive recent reviews, but rather we use some 
selective examples of reinforcement-learning 
research and show how this multi-disciplinary 
enterprise has helped inform and been informed 
by these basic lines of inquiry.

In considering the relationship between ob-
served behaviour, computational models, and 
neural mechanisms, Marr’s (1982) three levels of 
analysis prove very instructive. Marr proposed that 
any information-processing system can be ana-
lyzed at three different levels: the computational 
or functional, the algorithmic or representational, 
and the implementational. At the computational 
level, one specifies the goals and objectives of the 
system. What does the system do? For example, 
the computational goal for classical conditioning 
might be the prediction of important biological 
events. Second, at the algorithmic level, one 
specifies the step-by-step procedure by which 
this function is accomplished. What algorithm or 
procedure does the system use to accomplish the 
computational goals? Again, for classical condi-
tioning, this might be the Rescorla-Wagner rule 
(Rescorla & Wagner, 1972) or the TD algorithm 
(Sutton & Barto, 1990) or any other set of rules that 
describe how the computation happens. Finally, at 
the implementational level, the important details 
of how these different algorithms and representa-
tions can be instantiated in neural tissue or other 
mediums are laid out. How are these algorithms 
physically realized? One example would be the 
equating of the reward-prediction error from 
reinforcement learning with the burst firing of 
dopamine neurons (Schultz et al., 1997). A full 
explanation of any information-processing system 
would require adequate accounts at each of the 
three levels of analysis.

Our chapter follows Marr’s proposal by divid-
ing this introduction to neural reinforcement learn-
ing into three sections that roughly correspond to 
his three levels of analysis. Section 1 describes 
the computational problems facing creatures in 
simple learning and decision-making situations 
and summarizes some of the attempts within psy-
chology to characterize the algorithms that may 
be used by animals to solve these problems. Sec-
tion 2 introduces the core computational ideas of 
reinforcement learning (RL) and shows how ideas 
from RL are particularly well suited as potential 
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