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INTRODUCTION

Research in cognitive neuroscience seeks to under-
stand the biological – specifically, neural – foun-

dations of mental phenomena. Most theories in 
cognitive neuroscience seek to explain a particular 
cognitive function by specifying which parts of the 
brain contribute to that function and describing, 
at some level, the putative neural mechanisms 
that underlie their contribution. It seems clear 
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The authors present a series of studies in which computational models are used as a tool to examine the 
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computational simulations to demonstrate that the effects of brain damage on both visual discrimina-
tion and object recognition memory may not be due to an impairment in a specific function such as 
memory or perception, but are more likely due to compromised object representations in a hierarchical 
and continuous representational system. The authors argue that examining the nature of stimulus repre-
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that investigating a cognitive process from the 
standpoint of a well-specified theory can speed the 
acquisition of our understanding immeasurably. 
Well-specified theories give concrete predictions, 
are falsifiable and are explicit enough to be tested 
and refined; they therefore lend themselves to a 
systematic process of development into an ever 
more accurate model (Popper, 1999). The pro-
cess of testing and refinement narrows down the 
number of experiments that are required in the 
investigation, focuses the research direction, and 
encourages a thorough, mechanistic understanding 
of the cognitive and neural phenomena. When 
it comes to hypothesizing about both cognitive 
function and the neural mechanisms employed by 
the brain – be those mechanisms specified at the 
level of synapses, localized networks of neurons, 
or whole neural systems – computational models 
can be very useful as a method of creating a well-
specified theory with clear predictions.

In this chapter, we will describe a computa-
tional modeling framework for the investigation 
of visual cognition in the brain. Broadly speaking, 
we seek to understand the brain-based cognitive 
processes that enable us to apprehend, discriminate 
and remember visual objects, and how and why 
those cognitive processes break down following 
brain damage. In particular, we focus here on 
the functional organization of the brain regions 
devoted to processing visual objects. We ask, are 
the brain areas that underlie object processing 
functionally distinct from one another, such that 
they can be described as ‘cognitive modules’ for 
individual functions such as visual memory and 
visual perception? Or, are these cognitive func-
tions in fact intimately linked and subserved by 
common neural substrates and mechanisms? As 
the report of our computational investigations 
will reveal, we favour the latter view, in which a 
single brain region is capable of participating in 
multiple cognitive functions and a single cogni-
tive function finds its neural basis across multiple 
brain regions.

In addition, through a description of our pro-
posed computational framework for understanding 
visual object processing, we will illustrate and 
advocate our modeling philosophy. In general, 
we adhere to the principle of Occam’s Razor and 
we place an emphasis on the correct choice and 
explicit declaration of the problem space that a 
model attempts to address. According to our view, 
a theoretician should first define clearly the target 
data of the theory (the problem space) in order to 
avoid any misunderstanding about the phenomena 
that one should expect the model to capture, and 
in order to restrict the scope of the model to a 
reasonably-sized and tractable domain. Within that 
problem space, the theoretician should account 
for the data using the simplest possible model 
(Occam’s razor). This is particularly applicable in 
cognitive neuroscience, where the aim is to under-
stand how high-level cognitive processes emerge 
from systems-level or network-level processes: 
the explanatory power of a model is maximized 
when the mechanism driving the behavioural 
trends in the simulation data is clearly defined and 
observable, rather than obscured by having many 
complex computational details operating in paral-
lel. In addition, the model should be formulated at 
the appropriate level of biological organization.

The program of research we describe in this 
chapter has been reviewed in several articles, each 
of which focused in detail on a particular topic, 
such as the original formulation of the perceptual-
mnemonic/ feature-conjunction model (Bussey, 
Saksida, & Murray, 2005), the medial temporal 
lobe (Bussey & Saksida, 2005) the implications 
of this work for hippocampal function (Bussey 
& Saksida, 2007), or the translation of results 
relevant to amnesia from the animal to the human 
domain (Saksida & Bussey, 2010). This chapter 
is to some extent a consolidation of those diverse 
reviews, augmented with some new results (Cow-
ell, Bussey, & Saksida, 2010) and reexamined 
with a view to providing a case study of the use 
of computational models in cognitive neurosci-
ence. The objectives of the present chapter are 
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