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ABSTRACT

This chapter proposes Shadow Sensitive SWIFT commit protocol for Distributed Real Time Database 
Systems (DRTDBS), where only abort dependent cohort having deadline beyond a specific value 
(Tshadow_creation_time) can forks off a replica of itself called a shadow, whenever it borrows dirty value of a 
data item. The new dependencies Commit-on-Termination external dependency between final commit 
operations of lender and shadow of its borrower and Begin-on-Abort internal dependency between 
shadow of borrower and borrower itself are defined. If there is serious problem in commitment of lender, 
execution of borrower is started with its shadow by sending YES-VOTE message piggy bagged with 
the new result to its coordinator after aborting it and abort dependency created between lender and 
borrower due to update-read conflict is reversed to commit dependency between shadow and lender 
with read-update conflict and commit operation governed by Commit-on-Termination dependency. The 
performance of Shadow Sensitive SWIFT is compared with shadow PROMPT, SWIFT and DSS-SWIFT 
commit protocols (Haritsa, Ramamritham, & Gupta, 2000; Shanker, Misra, & Sarje, 2006; Shanker, 
Misra, Sarje, & Shisondia, 2006) for both main memory resident and disk resident databases with and 
without communication delay. Simulation results show that the proposed protocol improves the system 
performance up to 5% as transaction miss percentage.

DOI: 10.4018/978-1-60960-067-9.ch007



131

Shadow Sensitive SWIFT

INTRODUCTION

Database systems are currently being used as 
backbone to thousands of applications. Some 
of these have very high demands for high avail-
ability and fast real-time responses. Typically, 
these systems generate a very large transaction 
workload against the distributed real time database, 
and a large part of the workload consists of read, 
write and update transactions. Unavailability of 
real time or slow response in processing these 
transactions used by business applications could, 
however, be financially devastating and, in worst 
case, cause injuries or deaths. Examples include 
telecommunication systems, trading systems, 
online gaming, sensor networks etc. Typically, a 
sensor network consists of a number of sensors 
(both wired and wireless) which report on the sta-
tus of some real-world conditions. The conditions 
include sound, motion, temperature, pressure & 
moisture, velocity etc. The sensors send their data 
to a central system that makes decisions based on 
both present and past inputs. To enable the net-
works to make better decisions, both the number 
of sensors and the frequency of updates should be 
increased. Thus, sensor networks must be able to 
tolerate an increasing load. For applications such 
as health care in a hospital, automatic car driving 
systems, space shuttle control, etc., data is needed 
in real-time and must be extremely reliable as any 
unavailability or extra delay could result in loss 
of human lives (Huang, 1991).

Recent years have seen increasing interest in 
providing support for warehouse-like systems that 
support fine-granularity insertions of new data and 
even occasional updates of incorrect or missing 
historical data; these modifications need to be 
supported concurrently with traditional updates. 
Such systems are useful for providing flexible 
load support in traditional warehouse settings for 
reducing the delay for real-time data visibility and 
for supporting other specialized domains such 
as Customer Relationship Management (CRM) 
and data mining where there is a large quantity 

of data that is frequently added to the database 
in addition to a substantial number of read-only 
analytical queries to generate reports and to mine 
relationships. These “updatable warehouses” have 
the same requirements of high availability and 
disaster recovery as traditional warehouses but 
also require some form of concurrency control, 
commit protocol and recovery to ensure transac-
tional semantics.

Data mining is the art and science of extract-
ing hidden patterns from the accumulated data 
for decision-making. It has emerged as a valuable 
decision support tool with the recognition that:

1.  Data Mining and advanced statistical tech-
niques provide insights into data that mere 
slicing and dicing does not.

2.  The human mind’s ability to handle com-
plexity is limited.

3.  The advances in computing have made the 
cost of storing and processing data very 
affordable.

The three essential requisites of good data 
mining initiatives are:

1.  Domain expertise in the area of business
2.  Extensive knowledge of data mining tools, 

advanced statistics and modeling expertise
3.  A data mining vision that includes willing-

ness to commit time and other resources.

Many applications listed above using DRT-
DBS require distributed transaction executed at 
more than one site. Traditional log-based systems 
require sites force-write log records to disk at 
various stages of commit processing in order to 
ensure atomicity. A commit protocol ensures that 
either all the effects of the transaction persist or 
none of them persist despite the failure of site or 
communication link and loss of messages. The 
Commit processing should add as little overhead 
as possible to transaction processing. Therefore, 
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