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ABSTRACT

In recent years, machine learning has revolutionized the world. Indeed, bioinformatics 
has benefited from machine learning techniques to make new scientific discoveries, 
such as producing new biotechnological products, discovering new drugs, and 
understanding the mechanism of action of diseases, among others. In this chapter, 
you will learn about machine learning methodologies, the types of machine learn-
ing, and the traditional algorithms used to build models. You will also learn about 
some strategies used for the computational modeling of biological problems with a 
special focus on the representation of structures in the data pre- processing stage.
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1. INTRODUCTION

Artificial intelligence has brought profound changes to society, especially in life 
sciences. New high- performance technologies like Next- Generation Sequencing 
(NGS) and Cryo- electron microscopy (cryo- EM) equipment have increased biolog-
ical data collection. In this context, machine learning (ML) techniques have allowed 
knowledge extraction, leading to new scientific discoveries (Dos Santos; Mariano; 
De Melo- Minardi, 2024). A popular example is the Alphafold algorithm, which 
uses machine learning to solve the protein folding problem (Jumper et al., 2021).

We like to think that machine learning is the art of predicting the future based on 
observations made in the past or even deeper observations made in the data itself. 
Machine learning focuses on extracting knowledge by applying statistical methods 
to extensive data sets collected from previous observations (Mitchell, 1997).

In this case, it is common for machine learning pipelines to have a feature 
engineering step (e.g., dimensionality reduction, kernel methods, etc.) or feature 
selection before applying the learning algorithm. This approach makes it possible to 
build models capable of making high- performance future predictions (Dos Santos; 
Mariano; De Melo- Minardi, 2024).

Additionally, ML- based techniques have great applicability in biological scienc-
es, from discovering the mechanism of action of diseases to the production of new 
drugs (Patel et al., 2020). However, before we talk about the applicability of these 
algorithms, you need to know the types of machine learning.

1.1 Types of Machine Learning

Traditionally, machine learning methods are divided into supervised, unsupervised, 
semi- supervised, and reinforcement learning (Duda; Hart; Stork, 2012).

In supervised learning, labels are used in the training and testing stages (Cun-
ningham; Cord; Delany, 2008). Thus, models are built to detect patterns based on 
the answers they already have. Examples of supervised learning techniques are 
classification and regression. In classification, the model tries to predict groups, 
while in regression, the model tries to predict discrete values.

Meanwhile, in unsupervised learning, only features are used in pattern detection. 
Examples of unsupervised machine learning techniques are clustering and dimen-
sionality reduction.

Semi- supervised learning methodologies bring together characteristics of su-
pervised and unsupervised learning. This technique is generally used when little 
labeled data is available (Zhu, 2005).
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