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ABSTRACT

Students’ academic performance is a critical issue as it decides his/her career. It is pivotal for the
educational institutes to track the performance record because it can help to enhance the standard of
their quality education. Thus, the role of the academic result prediction system comes into existence
which uses semester grade point average (SGPA) as a metric. The proposed work aims to create a
model that can forecast the SGPA of students based on certain traits. It predicts the result in the form of
SGPA of computer science students considering their past academic performance, study, and personal
habits during their academic semester using different machine learning models, and to compare them
based on different accuracy parameters. Some models that are widely used and are found effective
in this field are regression algorithms, classification algorithms, and deep learning techniques. The
results conclude that deep learning techniques are the most effective in the proposed work because
of their high accuracy and performance, depending upon the attributes used in the prediction.
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INTRODUCTION

Education is a crucial aspect in terms of the economy, due to which researchers are developing
several methods to enhance the performance of the students. One way to do so is to track the student’s
performance. Through research and development in this field, students can be benefitted in numerous
ways, like faculty can give special attention to the students whose predicted semester grade point
average (SGPA) is low or not up to the mark and this will be very helpful for the student and for the
university as well as their entire result percentage will improve, on the other hand students can also
track their performance and hence, can improve their study pattern and accordingly perform well.
Educational data mining is an emerging discipline, used to explore the distinctive and increasingly
sizable data gathered from various educational institutes, and using data mining techniques to
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comprehend the students and the methods in which they learn. By exploring these huge datasets and
using different aforementioned techniques, unique patterns can be identified which will help to study,
predict, and improve academic performance of students.

COVID-19 outbreak has brought unique challenges that were not expected earlier, especially in
the education system. Due to the pandemic, schools, colleges and universities were closed. Therefore,
few universities decided to take the exams in online mode, while some went for promoting the students
to next semester by providing them grades based on the assignment marks and the marks obtained
by the students in the previous semester only. This cannot be the only factor for the evaluation since
there are other personal factors that contribute to a student’s result.

Secondly, it was difficult for faculty to identify the students who are at a risk of not performing
well due to following variation in students’ performance, (i) who perform well in the beginning but
degrade their performance by the end., (ii) who perform worse in the beginning but improve their
performance by the end, and (iii) who consistently perform either better or worse. Predicting their
SGPA can be very helpful to identify the students who need more attention and work hard.

A model is proposed in this work in which the results of students will not be dependent on a
single feature, rather the features will include day-to-day personal habits along with academic habits
and past academic performance, to predict the future result as fair as possible. Various machine
learning (ML) (Kedia & Bhushan, 2022; Kholiya et al., 2021; Singh & Bhushan, 2022; Verma et al.,
2019) techniques have been used for predicting the result of the student. It is crucial to assess the data
quality (Bhushan & Goel, 2016; Bhushan et al., 2018; Bhushan et al., 2021) used by ML algorithms.
Predicting the SGPA will also help the student in planning his/her academic goals and accordingly
put in efforts to improve the results. It will also help the faculty as well as the university to maintain
a record of responses submitted by the student and hence, to better understand and supervise their
students accordingly. The objective of this work is to ensure that each student is being monitored and
being given the guidance he or she needs in order to improve their academics.

The remaining paper incorporates related literature review followed by the experiment details
along with the results and discussions. Later, the conclusion along with the future scope is discussed.

RELATED WORK

There are many existing works related to the prediction of students’ performance using ML algorithms
(Arcinas, 2022; Albreiki et al., 2021; Chakrapani & D, 2022; Gajwani & Chakraborty, 2021; Verma
et al., 2022; Yagci, 2022).

According to Sharma and Aggarwal (2021), a dataset of around 400 students was selected and
the analysis was conducted to check the level of parental influence on academic performance. The
attributes taken into account for prediction were family size, parents’ education, educational support
from the family, internet access at home, paid classes and semester wise marks. During the analysis,
correlations were found between the attributes, and linear regression (LR) was used as the predictive
model. Further, training was done on 90% of the data and accuracy was calculated in terms of
mean absolute error (MAE) as well as root mean square error (RMSE) which were 3.155 and 3.76,
respectively. Gradient boost and support vector machine (SVM) were also applied but LR proved to
be the best with a value of adjusted R square as 0.4771.

The analysis of students’ performance based on a subset of behavioral and academic parameters
was done using the techniques of feature selection and supervised ML algorithms (logistic regression
(LOGR), decision tree (DT), naive bayes’ (NB) classifier and ensemble ML algorithms like bagging
and boosting) (Gajwani & Chakraborty, 2021). The attributes such as demographic, behavioral and
academic were taken into consideration. These included nationality, gender, place of birth, student’s
participation in discussion groups, raising hand in classes, using external resources, grade as well
as semester marks. The dataset of 500 records was taken from Kaggle which was in turn obtained
from learning management system (LMS). Further, 70% records were used in training and 30% for
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