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ABSTRACT

Stock price prediction is a challenging task, traditionally relying on fundamental, technical, and time 
series analysis. However, AI and ML techniques offer new opportunities for enhancing predictions in 
equity markets. In recent years, considerable efforts have been made to identify these patterns in stock 
markets, with the aim of facilitating profitable trading and investment decisions. Consequently, a wealth 
of studies and research endeavors have emerged in this field. This chapter explores diverse techniques 
used for stock market prediction, analyzing their effectiveness. The techniques examined in this study 
are categorized into three groups: traditional ML, deep learning, and sentiment analysis. Results show 
naive Bayesian and random forests as promising conventional ML models, while LSTM neural network 
provides accurate predictions among deep learning models. This chapter sheds light on the employed 
and researched ML models, offering insights into their strengths in forecasting market trends.
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1. INTRODUCTION

The stock market has captivated the interest of investors, academicians and other market participants 
for a long time due to its dynamic and unpredictable nature coupled with rapid price movements. These 
characteristics lead to considerable challenges to those that are trying to make informed investment deci-
sions. The fascinating yet complex dynamics of the stock market result from its multifaceted ecosystem, 
which includes a wide range of actors, information sources, emotional factors, and external factors. This 
ecosystem creates a constantly changing and unpredictable landscape, characterised by a low signal-to-
noise ratio, which frequently takes the form of nonlinear phenomena.

As a result, academics, researchers, and practitioners have shown an increasing interest in employing 
machine learning (ML) techniques for research in the field of finance in recent years. Due to the use 
of non-linear activation functions, which are good at capturing complicated data correlations that the 
linear models might not be able to perceive successfully, ML models have the potential to extract signals 
from data laden with noise. Additionally, unlike linear models, ml models do not have multicollinearity 
problems, a significant problem in the analysis of financial data.

This paper’s goal is to give a thorough overview of ML methods used in stock market forecasting. This 
research examines the approaches employed by scholars and industry experts to discuss the advantages 
and disadvantages of stock market forecasting using ML algorithms.

The main objective of this research is to gain an understanding of this field. The study examines 
algorithms with the intention of offering insights, to investors and financial institutions.

In order to predict stock market trends numerous machine learning methods have been utilized. For 
instance in a study by Li et al. (2018) they employed a network model to estimate changes, in stock prices 
using historical trading data. Their approach yielded short term price predictions. In another study (Goh 
et al., 2020) looked at how well Long Short Term Memory (LSTM) networks predicted stock market 
volatility, LSTM networks outperformed traditional econometric models.

As a result, the objective of this review paper is to provide a thorough study of the state of machine 
learning (ML) algorithms for stock market prediction. Through a critical examination of methodologies, 
challenges, and opportunities, the study hopes to contribute to the advancement of this field and facilitate 
the development of more accurate and robust models for stock market prediction.

The proposed paper is structured in the following way Section 1 - Introduction, Section 2 -Meth-
odology discusses some of the most prominent machine learning techniques as well as metrics used to 
evaluate them, Section 3 - Literature Review provides an overview of the various research works done 
in this field, Section - 4 is about results and discussion, and Section - 5 concludes the paper and outlines 
the future scope of work.

2. METHODOLOGY

I. Traditional Machine Learning Techniques

Predictive modelling and pattern identification in many domains have long been built on the foundation 
of traditional machine learning approaches. The following is a discussion of some of the methods used 
in this area:
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