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ABSTRACT
We observe an unprecedented growth in the volume of unstructured data. Active use of business information contained in large volumes of unstructured data is becoming one of the biggest challenges now. In this paper, we examine an automated mechanism for pull and push functions for business documents. The pull function allows users to access the information contained in documents. The push function alerts users to the presence of information contained in new documents which is consistent or inconsistent with the background information. To implement these functions, documents are annotated using XML tags, and then, XML query processing techniques are used. Our approach is to use a limited context defined by an ontology or set of well established background documents for the guidance in identification and annotation of basic concepts and relationships in new business documents. The described text mining system is a highly modular and parametric, giving the human a tool to adjust quickly in a dynamically changing environment. The indirect goal of this paper is to provide a foundation for a new self-tunable text mining system that can adjust to new environment by itself.

1. INTRODUCTION
The abundance of business documents makes it increasingly likely that the precise information the user needs or wants is available. At the same time, however, retrieval of this information is much more challenging. Fortunately, this trend has been accompanied by unprecedented progress in technologies for content-based access to text documents. Using these technologies is crucial for achieving competitive advantage for our businesses.

Current information extraction techniques are either keyword/category based, such as Google, AltaVista [1] or Yahoo [8, 13], or structure dependent such as Rapper [10] and XWrap [9]. Our approach to text mining is to use the combination of qualitative and quantitative techniques for identification of relevant concepts and relationships. The selected concepts and relationships are extracted in the process guided by ontologies and by background documents for the domain of interest.

In this paper we address the problem of simultaneous text mining of two distinct groups of documents, background documents and new documents, as shown in Fig.1. The documents will be also referred to as text corpora. We examine an automated mechanism for pull and push functions for business documents. The pull function allows users to access the information contained in the documents. The push function alerts users to the presence of information contained in new documents which is consistent or inconsistent with the background information. To implement these functions, documents are annotated using XML tags, and then, XML query processing techniques are used.

The described system is highly modular and parametric giving the human a tool to adjust quickly to text mining in a dynamically changing environment. The indirect goal of this paper is to provide a foundation for a new self-tunable text mining system that can adjust to new environment by itself.

Our approach assumes multi-stage document processing. These stages include ontology processing, background document annotations, queries for ontology and background documents, new document annotations, comparative queries for new and background documents, and generation of alerts when the information in new documents does not match information the background documents.

XML was chosen as a language for our annotations [4, 12] for several reasons: (1) XML provides a simple, standard, self-describing way of storing and exchanging text and data, (2) XML-based retrieval systems are relatively simple and can retrieve XML information quickly without linguistic analysis of text documents during the query time, (3) XML notation is very convenient as an internal representation because it allows for incremental annotations that represent explicitly the various phases of information extraction (knowledge discovery process), (4) XML can provide many annotation types and XML-based query systems can retrieve only those types of information that are requested, (5) XML annotations can be inserted/deleted/modified in the future responding to dynamically changing needs, (6) XML annotated text is open to further processing beyond annotations, and (7) XML texts can be integrated with other structured data.

The results of our project represent an integration of various text processing technologies and have immediate application for pull and push functions as shown in Fig.1. These results generalize beyond our application and will be important wherever concept-based information retrieval through XML-capable search engines or query systems is desirable.

The “Pull” functional requirement is the ability of the system to answer queries for new or background documents. The “Push” functional requirement needs more discussion. In the business world we often have to deal with new events described in new documents that need to be reflected directly in the “knowledge base” of our corporation. The text processing system can help us identify such documents to be included in the set of background documents. We refer to such function of text processing system as a push function.

The system described in this report is being designed to support military medical documents; however, such a system, because of its general nature, can be successfully used in other business environments. It provides integrated concept-based access and awareness of unstructured data. The system is capable of querying unstructured data sources and continuous monitoring of event patterns in new documents.

2. FLEXIBLE ARCHITECTURE OF EXPERIMENTAL TEXT PROCESSING SYSTEM
Our experimental text processing system is flexible in the sense that it can be constructed from various available modules. Each module is highly parametric allowing the human to adjust parameters for the existing needs.

The architecture of our experimental text processing system is shown in Fig 2. It is constructed from relatively independent modules: Ontology Processing Module, Text Annotation Module, and Pull and Push Modules.

Figure 1. An overview of pull and push functions
Text annotation can involve concepts, hierarchy of concepts, and concepts relationships. For each annotation level, we can apply various statistical processing types for example frequencies of words, direct collocations, and distant collocations. For each pair of annotation level and processing type, we can use various ontology components: simple and compound concepts, relationships, word stems, synonyms, antonyms, stop words, stop modifier, etc. Not all combinations of system parameter values are important to consider. Some combinations of parameter values are useful in specific situations only, and some combinations of parameter values can result in either contradicting functionality of the modules.

Based on internal representation, the query can be issued or alerts generated. The query can be (a) keyword search, (b) hierarchy and relationship search, or (c) comparative.

The internal text annotation is done using XML. XML allows us to annotate important concepts, hierarchy of concepts, and relationships between them. These annotations are done using tags <concept> and <relationship> and various tag properties e.g. type, source, etc.

Document processing is done in several stages. In the first stage, the internal text annotation is done using XML. XML allows us to annotate important concepts, hierarchy of concepts, and relationships between them. These annotations are done using tags <concept> and <relationship> and various tag properties e.g. type, source, etc.

In the second stage, relevant concepts, hierarchy of concepts, and relationships between concepts are identified in background documents and annotated using XML as shown in Fig. 4. In the third stage, the query is processed to verify the consistency of knowledge contained in ontology and background documents. In the fourth stage, the relevant concepts, hierarchy of concepts, and relationships between concepts are identified in new documents and annotated using XML as shown in Fig. 5. In the fifth stage, the alerts are generated if the consistency of knowledge contained in new documents and background documents is violated.

The flexibility of the architecture of the text processing system is of crucial importance for success in business automatic information extraction from text. So far there are no black-box solutions that are good for text processing for a broad range of styles of business documents. Our experience suggests that in order to succeed in a complex business environment with a text processing system it is necessary to use an iterative approach in terms of both domain and complexity of analysis to tailor the system to business needs. We suggest proceeding concurrently with experiments in these two directions.

3. ONTOLOGY PROCESSING

Whenever we humans process an individual document (text) we view it in a broad context of facts and rules acquired throughout our life. Let us refer to this context as a background knowledge. The background knowledge can be in various forms. It can be in the form of background documents that we remember or studied and can recall quickly. It can be also in the form of more digested information such as dictionaries. Let us refer to "digested" knowledge as an ontology. In general, the ontology can contain not only the list of concepts as in simple dictionary but also explicit concept hierarchy and relationships between concepts.

Our understanding of a new document very much depends on the "scope" of our background knowledge. Obviously, there are various scopes of background knowledge and "quality" of background knowledge can be different for different areas. Let us, in this section, concentrate on a "digested" knowledge as an ontology. When we refer to an ontology, we can mean a general ontology or more often, an ontology for the specific area of interest e.g. medical, technical.

One of the measures of ontology "quality" is ontology completeness levels. To compute a concept completeness level for an ontology, we first compute the number of all concepts in the ontology and divide it by a number of all concepts in a set of documents. Similarly, we can define concept hierarchy completeness level and relationship completeness level. By completeness level, we can mean overall completeness level or completeness level with respect to a subset of documents or even a completeness level with respect to single document or its fragment. This is an important measure how "good" ontology is for the specific set of documents. When several distinct sets are processed e.g. new and background documents the completeness measure for each subset may need to be calculated.
3.1 Concepts in Ontology

There are different requirement for ontologies depending on text recognition levels. For the lexical text recognition level, the ontology should contain the list of concepts, their possible representations and the methods to identify them. Specifically, an ontology for lexical recognition can contain: (a) list of concepts represented by primary names, alternative names, stem words, and synonyms, (b) list of stop words, and if applicable (c) list of misspellings. For the list of concepts, we assume that each concept is represented by a unique primary name, e.g. “organization”, that we call name. Each concept name is associated with a list of alternative names, e.g. “organizations,” to allow for alternative forms, singular and plural, etc. The list of alternative words can be also generated from the stem words, e.g. assuming a stem word “organization,” the alternative name “organizations” can be generated by appending the “s” to the stem word. In general, both generated and stored alternative words can be used. Each concept has a list of synonyms, e.g. “corporation” for the concept “organization.” Each concept can have a list of misspelled words, e.g. “corporation.” The list of misspelling words can be also generated from the alternative names by using some rule e.g. removing one character, replacing one letter by another letter. In general, both generated and stored misspelled words can be used.

3.2 Creating Ontology with Concepts

Internal ontology can be built from a variety of external resources. In the medical area, there are many existing external ontologies e.g. Mesh, UMLS, SNOWMED. Some of the external ontologies are very large e.g. UMLS, so that they need to be appropriately processed (restricted in size) to be useful for text recognition purposes. Sometimes, for a narrow area of interest, the internal ontology can be created from the specific set of documents (text corpora). This process is called ontology extraction from text corpora. For our project text corpora can contain both background documents and new documents.

Ontology extraction is based on finding statistically important words in documents. The words in the document are also referred as tokens. It is easy to see that ontology extraction, guided only by global statistical computations, may not be reliable, especially when we deal with a small number of documents or groups of documents with significantly different presentation features. Therefore, statistical techniques should take into consideration a diversity of documents. In summary, when an ontology is not available, there is a potential increase in the number of generated errors, in terms of false positives, but human interaction can make this process much more reliable.

In general, the internal ontology components can be used together with internally created ontology for lexical text recognition. More specifically, the optimal use of ontology might require appropriate combining of external and internal components so that they will provide both effective and efficient support for the text recognition.

Let us discuss briefly the process of creating the internal ontology from the documents (text corpora) as shown in Fig. 6. As we discussed before, there is need to construct such internal ontology when the external ontology does not exist for a given area, or when external ontology needs to be enhanced by knowledge from the given area (an external ontology has a low completeness level with respect to text corpora). The process of constructing internal ontology is multi-phased. First, it involves finding the frequency of all tokens in text corpora. Second, we eliminate some tokens of no semantic value e.g. “a”, “the”, and create a stop list from them. Third, we choose main nouns that can be potentially relevant concepts. Next, we need to group tokens representing the same concept together and assign to the group a unique identifier i.e. typically primary name. Last, we choose some frequency threshold to eliminate irrelevant concepts. An enhanced version of this multi-phase process will also involve computing frequencies for collocated tokens.

Let us also discuss some specifics about combining of external and internal components so that they will provide both effective and efficient support of text recognition. We can enhance the multi-phase process of creating internal ontology, described above, by investigating frequency of co-occurrence of external ontology concepts with text corpora concepts to identify new concepts with multi-component names.

In summary, the ontology processing module creates internal ontology components from modified external ontologies and from components obtained by ontology extraction process from text corpora. Actually, this process is much more complicated than described above. Let us mention the aspect of ontology self-modification. After the internal ontology is used for text recognition, it should self-adjust automatically e.g. re-arrange, expand and possibly shrink. This self-adjusting mechanism, together with zooming techniques, will allow ontology to respond to dynamically changing text environment.

At this stage let us assume that the example internal ontology is available and it contains the following concepts: “organization,” “disease,” “rate,” and “study.” The concept “organizations,” has an alternative name “organizations” and the synonym “corporation.” Similarly, alternative name for “rate” is “rates,” and for “injury” is “injuries” etc.

3.3 Multi-Component, Compound, and Derived Concepts

So far we were discussing simple concepts whose primary name or its equivalent textual representations contain one word. There are also concepts whose primary name or one of its equivalent textual representations contain several words (components). We will refer to such concepts as multi-component concepts. If at least one of the components corresponds to another concept, then the multi-component concept becomes compound concept. If all components of multi-component concept match some other ontology concepts we will call it a derived concept.

Let us consider a sample ontology from Section 3.2. If is enhanced by a new concept, “injury rate,” that concept would be classified as compound since “rate” is already a valid concept. If we add another new concept “injury,” then the compound concept “injury rate” would become also derived. It is important to notice that as ontology changes the properties of concepts can also change. In a well designed system all changes need to propagate appropriately.

The multi-component concepts can be stored and processed in the ontology as simple concepts. The compound and derived concepts can be also stored as simple concepts but then some additional ontology processing is necessary to discover relationships between then. Alternative notations are described in the next subsections.

3.4 Hierarchy of Concepts

Multi-component concepts are candidates for building traditional type hierarchy for concepts. For example, “injury rate” is a subtype of the concept, “rate.” This classification can be explicitly specified in the ontology or can be computed. In general, there are also other candidates for building traditional type hierarchy e.g. “flu” is a subtype of “disease.” Such a hierarchy can not be simply discovered by collocation of words but need to be extracted using more sophisticated analysis.
4. TEXT ANNOTATION

Typical documents include a wide variety of concepts from physical objects to events and states of affairs. The text recognition process will extract this information. The first step in identifying and annotating all important information in documents is to recognize basic concepts. This process can be extended to identify and annotate the concept hierarchy and relationships between concepts as shown in Fig. 7. This process establishes the mapping between words in the text, also referred to as tokens, and concepts (i.e., ontology concepts), concept hierarchies, and relationships. Once a word is mapped to the ontology concept, it is called a text corpora concept or simply text concept. The same applies to concept hierarchy and relationships between concepts. There are many ways to describe this mapping. One very convenient technique is to annotate such words inside the text e.g., using appropriate XML tags. This annotation technique is used in our paper.

4.1 Annotation of Concepts Using Ontology

The concept text annotation sub-module is based on lexical analysis of text, i.e., it scans the text, extracts each word, and annotates the words matching the concepts in ontology with appropriate tags. The annotated words become text concepts. In the initial phase, a set of text concepts is simply a subset of ontology concepts.

Let us consider an example of a sample fragment of a document:

Our CASS organization is involved in a variety of studies. Disease rates are CASS main study.

The system can process the text with concepts properly annotated shown below. The lines without tags are not annotated. The characters in bold constitute the original text. The annotated text fragment is shown in Fig. 8.

4.2 Annotation of Compound Concepts Using Statistical Computations

In the case the when ontology completeness level is low the process described in Section 4.1 can be augmented by finding words (tokens) with high frequency and treating them as concepts (text concepts) even though they are not present in ontology. We want include these concepts especially if they are collocated with the discovered ontology concepts.

The text annotation process for compound concepts can be performed together or after annotation of simple concepts in text. In the currently described process, all non-matching words are considered. First, we treat all existing ontology concepts in the text as a “hook.” A word in the text with statistically supported collocations with the ontology concept is grouped together with the ontology concept itself to establish a new compound concept as shown in line 2-3 of Fig. 9. Such compound concepts are annotated as “compound.” It is important to note that statistically supported collocations can return false positives in the sense that some unneeded components are attached to the beginning or to the end of the concept from the ontology.

In this process we want to make a more precise determination about concepts including compound concepts. We explicitly specify each concept property with the values: “simple,” “compound,” or “derived.” Also, we can annotate the concepts by stating their source: they can be located in “ontology,” or only in the “text” as shown in Fig. 9.

In our example, the concepts in text are annotated as the “simple” concept as shown in line 3 and 4 and as the “compound” concept as shown in line 2. The source of concept can be “ontology” as shown in line 2 and 4, and “text” as shown in line 3.

4.3 Annotation of Concept Hierarchy Using Ontology

In the case when ontology contains concept hierarchy, that information can be used in the annotation process of a document. Let us assume that “CASS organization” is recorded in the ontology as a sub-concept of “organization.” Then the process of annotation can include this information as shown in Fig. 10.

In our example, the concept “organization” has the property hierarchy with the value “super-concept” indicating that “CASS organization” is recorded in ontology as a sub-concept of “organization.”
4.4 Annotation of Concept Hierarchy Using Statistical Computation

If an ontology with concept hierarchy is available, then concept hierarchies in documents can be identified and matched with ontology concept hierarchy. The problem is that many hierarchies in the document can be very complicated and they are only partially reflected in the ontology. There are different methods to deal with this problem. One method is to use syntactical text recognition by applying Parts of Speech (POS) analysis. If the document is written using strictly grammatical use POS analysis can be very helpful. In the document, however, that is not well structured, there may be an excessive number of modifiers since the parser could mistakenly cluster some other words together. In any case, POS can give us only some guidance but not precise results. Therefore, statistical computation (quantitative analysis) is required to obtain the relevant hierarchies. Typically, such annotation process is based on elimination rather than expansion. Statistically supported collocations are investigated as they serve the purpose of eliminating some irrelevant noun modifiers. In our case, for example, the modifier “our” is eliminated but the modifier “main” is included in the concept hierarchy as shown in Fig. 11.

4.5 Annotation of Relationships Based on Ontology

If an ontology with concept relationships is available, then the relationships can be identified and matched with ontology relationships. This process can be improved if a phrase structure parser is also available. Structure rules can refer directly to concept annotations. Let us discuss one of the rules: if the verb is ‘is,’ ‘are,’ etc., then name is ‘is_a’; if the verb is ‘announces,’ ‘has introduced,’ etc., then name = ‘has’; if it is ‘includes,’ ‘exhibits,’ etc., then type = ‘capability,’ and so on. In our example the verb ‘are’ is classified as ‘is_a’ type.

A relationship in the document can relate to the ontology in numerous ways giving several patterns for relationship identification. These patterns correspond to different sets of matching rules. There are many of these patterns. Let us discuss some of them. The first pattern is when the exact relationship type and concepts already exist in the ontology. For our example, the first pattern would be applicable if the relationship “disease rate is_a main study” exists in ontology. Another pattern would identify relationship type in the document if only one concept of relationship type can be matched.

4.6 Annotation of Relationships Based on Statistical Computations

There are many relationships used in different contexts and, therefore, the strict ontology structure may not be sufficient to retrieve the relevant relationships. The statistical matching rules can be used in such situations. If the statistical rule indicates a close association of concepts, then the relationship between the concepts is identified and annotated as generic “association” as shown in Fig. 13.

5. Pull Function

It is important to notice that our system allows the user to get the information directly without referring to any text. Practically, it means that we have several modes for results: text referring results and data returning results. The latter mode works like data retrieval in a database system. The user can specify a concept or a concept with relationships. Our system can return several types of results: text, text fragment(s) containing the concept or frequency of occurrence of the concept in the text.
5.1 Keyword Search

Most of the existing text retrieval system have this feature implemented. Here the queries are based on simple keywords or any logical combinations using OR, AND, and NOT operators. Typically the documents are ranked based on these keywords and the most relevant documents are returned. Some text processing system also contain a text mining module that can cluster documents based on concepts.

5.2 Queries Involving Concept Hierarchy and Concept Relationships

Concept hierarchy and relationship annotations allow the user to issue specific data queries e.g. “Give me the names for the projects done by CASS” for a set of documents. For our example, the result would be “disease rates”. A document fragment also could be displayed to show this information. Some statistical ranking and clustering can be improved when text is annotated with concept hierarchies and relationships.

6. PUSH FUNCTION

After the new document is processed, there are three types of information that can be “pushed” by the system: (a) “new document is consistent with background document,” (b) “new document is inconsistent with background document,” or (c) “new document is disjointed with the background document”.

For the military medical documents, the most important situation is to identify the case when “new document is inconsistent with background document.” Therefore, our experimental system should trigger some action, in this case, e.g., alert subject matter expert, about the situation who make the final decision such as review and updates the background document. For other business applications, when “new document disjoint with the background document,” it may also be important to trigger some action.

The push function requires comparison of documents: the new document with background documents. The background documents indirectly provide the list of concepts of interest. There are many levels of operation for the Push module. At the first level, it compares concepts. This is very similar to the pull function operated at the simplest mode.

6.1 Push Function Based on Concepts

There are many levels of operation for the Push module. At the first level, it compares concepts. This is very similar to the pull function operated at the simplest mode. In this case, our system returns several types of results, e.g., pairs of text fragment(s) containing the same concept or pairs of frequencies of occurrence of the concept in the new and background text. It is possible to add keyword restriction if necessary. There is a need to experiment with the system and to tune it to satisfy the requirements. For example, it is possible by specifying the general constraints between concept frequency matrices (including collocated concept matrices). In general, however, that level may be appropriate to find disjointed documents but may be insufficient for “similar” documents. It typically would cluster together both “consistent” and “inconsistent” documents. Therefore, for our purpose, we need to include concept hierarchy and/or relationships in document comparison.

6.2 Push Function Based on Hierarchies and Relationships

Let us consider the following document fragment as a new document.

Battle injury (BI) rates are the main topic of CASS studies.

Figure 14. Pull and push module

Figure 15. New document with concepts and relationships annotated
Let us also assume that the previous text fragment given in Section 4.1 constitutes the background document. The provided above new document fragment can be processed by Text Annotation Module resulting in the document annotations as shown in Fig. 15.

Comparison of the concept hierarchies in new and background document would reveal the semantic differences much more precisely. We can automatically discover inconsistencies between the background information that claims that “CASS main study is disease rates” and the new document that claims that “CASS main study is battle injury rate” (please note the role of word main in the analysis).

There are many parameters that can be specified for hierarchy comparison functions that are used in the Push Module. For example, a comparison function can take into account the inheritance of relationships, e.g. if the background document contains “CASS main study is injury rates,” then the new document “CASS main study is battle injury rates,” would be accepted as “consistent” with the background document. The same comparison function can perform matching at various hierarchy levels.

In addition, hierarchy comparison functions or relationship comparison function can use equivalence transformation between “is_a” relationship and “super-concept.”

In general, the use of a combination of matching functions may be required. Then we either need to define their priority, or establish some global measure of “inconsistency” based on measures of individual functions.

7. SUMMARY

The goal of this project is to provide an experimental processing system for unstructured data in the dynamically changing environment of new and background documents. The project allows for automatic generation of XML annotations and their use in retrieval systems. Our approach in this project is to use a combination of qualitative and quantitative technique of identification of basic concepts and relationships with respect to the domain of interest represented by a well established ontology. The immediate use of these techniques are for pull and push business functions.

NOTE

The views expressed in this article are those of the authors and do not reflect the views of the Army Medical Department, Department of the Army, or Department of Defense.
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