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ABSTRACT
Annotation is a key way in which documents grow and increase in value.
This paper explores the possibility to use concepts extracted from
documents by using a Natural Language Processing tool to characterize
the content of digital theses. Then, using the results of the study, the
paper explores the use of annotated theses in order to access to pertinent
information stored in these documents and to extract knowledge by an
“intelligent” search system.

1   INTRODUCTION
The growth of the World Wide Web and of the corpus of documents it
covers has increased the necessity to propose solutions to improve
information retrieval. Our proposition is based on a specific semantic
annotation process of the documents, made during the writing step and
explored during the search session. These semantic annotations also
allow knowledge extraction from the documents and lead to an intelli-
gent information processing. Accessing and extracting knowledge from
online documents is crucial to develop advanced knowledge services for
the Semantic Web.

The scientific library of Doc’INSA set up since 1997 a project named
CITHER, which makes possible the diffusion and the access of scientific
theses through Internet. Currently, a user can get the contents of only
one thesis at the same time without being able to select relevant extracts
corresponding to a unit of corpus finer than the chapter. This is the result
of the use of an inadequate format, such as PDF (Portable Document
Format), the description of the contents by only the keywords added
outside the documents, and the use of the tags proposed by the Dublin
Core metadata which bring general information of the thesis.

Our research focus is based on the opportunity to use the domain
concepts to build the users requests and to organize the document
structure. We propose to the users to build a semantic structure for the
documents by using a Natural Language Processing (NLP) tool that
extracts concepts and by using a base of concepts of the domain field. The
selected concepts are stored in the documents as semantic tags. Then, a
user’s query generates a web access to a page that contains pertinent
information. The discovery of relevant contents is done by matching the
user’s query with the Embedded Semantic Tags (EST’s). Once the desired
information is found the user only read the pertinent fragments and so,
he can select the right documents, in our case scientific theses.

While recent research efforts seek to add relevant markups to the
content of the web pages [4], [6], [8], we go a step further by embedding
the theses from their creation. We show that this contributes to
enhanced automatic semantic-based recovery of information content.

2   Generating Adaptive Annotation to Structure Documents
The Semantic Web aims to create contents that can be manipulated by
humans but also by machines [7]. This can be achieved by explicitly
adding markups to describe the content of a digital document.

The HyperText Markup Language (HTML) was the initial language used
to display documents on the web. The main drawback of HTML is its
inability to represent semantic contents. This led to the Extensible
Markup Language (XML) [5], which allows inserting specific XML tags
in the text. These tags permit an automatic exploration of the docu-
ments. The Document Type Definitions (DTDs) or a schema like XML
Schema can validate the inserted tags.

The annotation of existing digital documents is one of the basic barriers
towards the conception of the Semantic Web. Manual annotation is
impractical and unscalable, while automatic annotation tools are still in
their infancy. Hence advanced knowledge services may require tools able
to search and extract the required knowledge from the Web, guided by
a domain conceptualization (ontology) that specifies what type of
knowledge is needed. In our approach, we propose the author of the
thesis to describe his thesis with metadata characterizing the main
content.

Following a meticulous work of extraction of concepts [3], a study of
the corpus and the description of the correlation between the uses of
concepts in the corpus, we planned to propose to the author two
components to help him during the description step. First, we propose
to use a Natural Language Processing (NLP) tool, called Nomino, to
automatically extract concepts from a document. We have selected
Nomino after a comparative study of four NLP tools [2]. Second, the
user can also use Nomino to know and extract the most important
concepts included in a fragment of a thesis. So it becomes not necessary
to read the entire document.

We have built a knowledge base with the concepts extracted from a
corpus of theses. This base must be regularly updated with the new
concepts extracted from new theses stored in the digital library. By
making some experiments, we have evaluated that the number of the
concepts brought by each new thesis of a specified domain does not
increase infinitely; it quickly tends towards a constant stabilization. The
number of new concepts becomes to be very weak after the evaluation
of about 25 theses of the same domain [1].

Our proposal for adaptive semantic annotation can be characterized by
the following elements:

• The PhD student is assumed to write his thesis by making
semantic annotations. These annotations are generated in XML
format. To simplify the student task, a concept extraction tool
can be called after the selection of a written fragment, section
or chapter. The NLP tool, named Nomino, proposes pertinent
concepts and the user can accept or deny then for an insertion
in the document

• Another way to add concepts is by selecting them from the base
of concepts. In the base, the concepts are ordered by hierarchies
according to the computer field.

• While the new tags are currently employed in the document, the
annotation system is transparent to the student and it is not
necessary to know how XML works.
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Our proposed annotation system involves the addition of a schema that
defines the structure of the document (the thesis). In the next section,
we describe the schema used in order to validate well structured docu-
ments.

3 VALIDATION OF THE STRUCTURE BY USING XML
SCHEMA
In this section we illustrate the use of a model (created in XML Schema)
to validate the new format of the theses created by the PhD student.

• A sequence of elements. The elements must appear exactly in the
sequence in which they appear in the schema diagram.

• A choice of elements. Only a single element may appear at this
position.

A thesis is based on several logical entities, like the introduction, the
conclusion, the chapters, the sections, the subsections, the paragraphs
and the blocks of text that are the finest textual logical entities. These
entities can be “tagged” or “not tagged”. A set of “tagged” paragraphs
can constitute a “BlockParagraphe”. The “tagged” state results from
the presence of metadata (concepts)  surrounding the
“BlockParagraphes”. At the beginning of the block we find the heading
of the metadata “EnteteMetadata”, and at the end, the “PiedMetadata”
(see Fig. 1). The existence of elements such as the heading of metadata,
the lists of paragraphs and the foot of metadata is necessary in a
“tagged” block, so the minimum cardinality of each element is one. In
the same way, the entities named “EnteteMetadata” and “PiedMetadata”,
all the elements such as the opening or closing tags, the list of the
concepts and the boolean variables “Precedent” (before) and “Suivant”
(following) must be initialized.

The overlap between different elements is not allowed in XML Schema
[9]. However, one or more semantic segments can be defined by
interlacing one or more parts of the logic elements. For example, when
a prototype is described in a thesis it can be introduced by several
chapters about the “state of the art”, and it can be described in specific
chapters. Thus, in the foot of the metadata of the paragraphs tied to the
“prototype”, when the paragraphs belongs to the chapter “state of the
art”, we initialize by “yes” the variable named “Suivant”. In the same
way, in the heading of the metadata of the chapters tied to the prototype,
the variable called “Precedent” will be initialized by “yes”. So, the writer
will be able to insert metadata at any part of the body of the thesis to
create a well-described document (see Fig. 2). Thanks to these metadata,
it becomes possible to extract pertinent information during a search
process.

4   EXPERIMENTAL SECTION
In this section we illustrate the use of EST’s to identify and extract
responses to queries by using concepts names. A digital thesis search tool
is used to parse the theses and extract the pertinent fragments. The user
request, composed by keywords or concepts-words, is expanded by using
narrower and broader concepts found in the base of concepts. These new
concepts are proposed to the user in order to clarify his main idea and
to reformulate the query by using adequate concepts. The search tool is
able to provide the fragments where the concepts of the query physically
appear and the fragments surrounded by the pertinent semantic tags
even, if the concepts are not explicitly written in the fragments. For
example, if we have the following XML paragraph “<Internet>
<Semantic_Web>The Semantic Web provides a common framework
that allows data to be shared and reused across application, enterprise,
and community boundaries. <Internet/> </Semantic_Web>” and if the
user is searching for all the fragments containing the concept “Internet”,
by using any research system he will probably not obtain the paragraph
presented above. Instead, by using our system, even if the “Internet”
word is not written in the paragraph, by using our XML tags the user is
going to find this paragraph.

The thesis produced by the student is composed by metadata coming
from the logical structure (chapter, section, paragraph, image, etc.,) and
metadata coming from the semantic structure (paragraph about “system
architecture”, “model” or “prototype”, etc.). The metadata used in the
semantic structure are very powerful because they give specific infor-
mation about the fragment or the associated concepts. For example, we
can have concepts like: “digital library”, “Fourier model”, etc. Thanks
to these two kinds of metadata the information retrieval tool is able to
explore the tags in order to know which chapter is talking about a specific
concept (see Fig. 3).

A typical user interaction with the search system consists in inserting
a query composed by concepts. If there are more concepts closer to those
used in the query then the concepts base will propose to the user other
concepts in order to expand the query. The user has the option to select
the most adequate concepts to expand his request, as shown in the second
screen shot. Finally, once the user has selected the concepts, the system

Fig.1. Example of a model used to validate digital theses
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Fig. 2. Example of the metadata tags used in our XML Schema
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searches the right information in the thesis repository and then shows
the pertinent fragments to the user (Fig. 4). The next figure presents
different fragments containing the concept “format XML”. In this figure
we only present the fragments of one these but our system shows all the
fragments found in all the theses.

5 FUTUR WORK
In order to improve the research of information within the digital library
we propose:

• To use an ontology of the computer field,
• To use the “user profile”.

5.1 Using an Ontology of the Computer Field
In our work, the ontology is a complement of research related to the
semantic tags that were added into the scientific theses during the writing
step. During a research session, by using an ontology it will be possible
to seek relevant information based on the semantic tags. The use of the
ontology will allow to propose other concepts than those proposed by
the concept’s base.

The ontology we propose is still very incomplete (it will be completed
as soon as new theses are registered into the CITHER system). The
ontology can also help the user to build the query during a search session.
This way, we study some methods suited to the expansion of queries.

Now, we are testing the opportunity to use an ontology during a search
session. The ontology will allow the query expansion by using the
concepts related to the ones proposed by the user. The results of this
study will allow the evaluation of the possibility to introduce synonyms
or others words, to improve our ontology.

5.2 Using the User Profile
Taking into account the needs, the intentions and the cognitive, cultural
or different specificities which characterize the “user profile” consti-
tutes a determining element to improve the relevance of the answers
during a search session in large bases of documents. The modeling of the
“user profile” and the way to adapt it to different users who do not have
a precise idea of the information they seek, enables a personalized access
to the contents of scientific documents, based on the exploitation of the
“user profile”. The “user profile” can consist of a whole of character-
istics associated to values, containing the user preferences.

The user’s profile can be obtained by various ways according to the
autonomy of the system and its capacities of observation and adapta-

tion. By using the “user profile”, the system is able to select the right
information and to adapt the to the user preferences. Thus, we can
consider the concept of personalization of information like a process
of definition, construction and use of the profiles, in order to answer the
request (emitted by users of different profiles) in an effective way.

This way, we plan to define the “user profile” in this context. In the
same way, thanks to the use of the “user profile” we will be able to give
relevant answers to the user even when he is in the incapacity to specify
his request in a fine way. We study the different typologies of users’
knowledge. This study will make possible to build a model of knowledge
to characterize some stereotypes. Then this model will be used to us to
describe, build and index cases associated with stereotypes. The cases will
represent the user’s experiments. By accumulating the cases, we will be
able to follow the evolution of the user’s profiles, but also the tendencies
of the behavior of a user group, or various stereotypes of the system.
Currently, our team works on the integration of the user’s profiles into
the system.

6   CONCLUSION
In this paper we present an approach to find pertinent information to
extract knowledge by using information retrieval tools in a digital library
context. We propose to define a specific structure for the digital
document during the creation step. According to this point of view, we
have defined a semantic structure of the document by integrating new
metadata in significant parts of the corpus. This makes possible to
identify semantic segments of the scientific theses stored in our digital
library: CITHER. In a search session based on keywords or concepts, the
system will compare them with the semantic metadata (delimiting the
semantic segments) and with the keywords describing the thesis. Thanks
to this approach the user can get pertinent fragments of one or several
theses.
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Fig. 4. Screenshot for the result of a search session
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