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ABSTRACT
This study examines the stock price effects of cross-listings ADRs by 8 Taiwanese companies during the period 1996 to 2003. After analyzing the numerical information, the result is going to be compared with those in 2004 to estimate the accuracy of prediction and sees if there is any positive co-relation between the stock prices in those two countries. In the study, we use decision tree and rule based system which is different from the traditional statistical methodology, which has been used in a fairly extensive empirical researches, to examine stock price information.

INTRODUCTION
There has been a dramatic increase in the trading of foreign stocks as investors recognize the need for international diversification and as foreign companies seek to broaden their shareholder base and raise capital. As a result, the number of American depositary receipts (ADR) listings on U.S. exchanges has also risen sharply. Though corporations view cross-listings as value enhancing, the changes in liquidity and volatility, and the cost of training associated with order flow migration following cross-listing may affect the quality of the domestic equity market.

The decision tree approach in this study is based on the C5.0 implementation of SPSS’ Clementine[8]. The C5.0 decision tree learning algorithm is a commercial decision tree and rule induction engine developed by Ross Quinlan[17,20]. It is the state-of-the-art successor of the widely used C4.5 decision tree algorithm[20]. In contrast to other decision tree algorithms such as CART[3], C5.0 is able to generate trees with a varying number of branches per node. Decision trees based on C5.0 algorithm provide a clear indication of which attributes are important for the classification task at hand.

Since the trading hours of US markets do not coincide with Taiwanese markets, in this study, we apply decision tree and rule-based to analyze the stock price variances of ADRs in the US and those in Taiwanese market and see if the ADR listed in the US market really reflect the real-time information that became available while the US market was open right after the Taiwanese market was closed.

RELATIVE WORKS
Among numerous empirical researches, the co-relationship between international stock prices has always been discussed. Jayaraman et al.
[10] show ADR listing to be associated with both positive abnormal returns on the listing day and an increase in the volatility of returns to the underlying stock. Forster and Karolyi find that their sample of non-US firms cross-listing on US exchanges, over the period 1976 to 1992, experienced average excess returns of 19% during the year before listing, 1.2% the listing week, and — 14% the year following listing.

Moreover, Jiang [11] uses weekly data, over the sample period January 1980 to September 1994, on ADRs and market indices to conduct co-integration tests and to estimate EC and multifactor models. The study’s findings shows that, most of the time, ADRs and the home markets are interrelated and do influence each other. As a result, the inter-relation-ship among international markets does exist.

Nevertheless, despite of the existing interrelationship between ADRs and stocks in home country, there are many other science and technical literatures which discuss the factor that really affect the price of ADRs and its returns. For instance, Park uses the data from July 1997 to June 1997 of the ADRs cross-listed by Japanese and English companies. He found that the prices of ADRs are mainly affected by those issued in home country but lightly affected by US market instead. Karolyi and Stulz [12] uses the daily ADRs data of eight Japanese companies during May 31st, 1988 to May 31st, 1992 as sample. He also found that the ADRs return is barely related to the daily exchange and bond return’s impact in the USA. What’s really matter to the ADRs return are Nikkei index and S&P 500 index in Japan. Besides; they also have positive movement.

Even so, there are not many empirical researches which discuss the issue of whether the cross-listed ADR has any influence on the stock issued in the home country. Whether there is any positive movement between the return of ADRs and that issued in the home country. In the following, we are going to apply decision tree and do adverse analysis to make contrasts with above researches.

TRAINING METHOD

Decision Tree Algorithm
We chose to use decision trees because they provide a comprehensible representation of their classification decisions. Although techniques such as boosting [5, 19] or support vector machines might obtain slightly higher classification accuracy, they require more computation during classification and they further obscure the decision making process.

A decision tree is a tree structure where each internal node denotes a test on a feature, each branch indicates an outcome of the test, and the leaf nodes represent class labels. An example of a decision tree is shown in Figure 1. To classify an observation, the root node tests the the value of feature A. If the outcome is greater than some value x, the observation is given a label of Class 1. If not, we descend the right subtree and test the value for feature B. Tests continue until a leaf node is reached. The label at the leaf node provides the class label for that observation.

We chose to use the C5.0 decision tree algorithm[17] a widely used and tested implementation. For details regarding the specifics of C5.0 the reader is referred to[17, 18]. Here we provide only the key aspects of the algorithm related to decision tree estimation, particularly as it pertains to feature selection. The most important element of the decision tree estimation algorithm is the method used to estimate splits at each internal node of the tree. To do this C5.0 uses a metric called the information gain ratio that measures the reduction in entropy in the data produced by a split. In this framework, the test at each node within a tree is selected based on splits of the training data that maximize the reduction in entropy of the descendant nodes. Using these criteria, the training data is recursively split such that the gain ratio is maximized at each node of the tree. This procedure continues until each leaf node
contains only examples of a single class or no gain in information is given by further testing. The result is often a very large, complex tree that overfits the training data. If the training data contains errors, then overfitting the tree to the data in this manner can lead to poor performance on unseen data. Therefore, the tree must be pruned back to reduce classification errors when data outside of the training set are to be classified. To address this problem C5.0 uses confidence-based pruning[17].

When using the decision tree to classify unseen examples, C5.0 supplies both a class label and a confidence value for its prediction. The confidence value is a decimal number ranging from zero to one – one meaning the highest confidence – and it is given for each instance.

Rule-Based System
Rule-based systems are a relatively simple model that can be adapted to any number of problems. As with any AI, a rule-based system has its strengths as well as limitations that must be considered before deciding if it’s the right technique to use for a given problem. Overall, rule-based systems are really only feasible for problems for which any and all knowledge in the problem area can be written in the form of if-then rules and for which this problem area is not large. If there are too many rules, the system can become difficult to maintain and can suffer a performance hit.

The rule-based system itself uses a simple technique: It starts with a rule-base, which contains all of the appropriate knowledge encoded into IF-Then rules(Figure 3), and a working memory, which may or may not initially contain any data, assertions or initially known information. The system examines all the rule conditions (IF) and determines a subset, the conflict set, of the rules whose conditions are satisfied based on the working memory. Of this conflict set, one of those rules is triggered (fired). Which one is chosen is based on a conflict resolution strategy. When the rule is fired, any actions specified in its THEN clause are carried out. These actions can modify the working memory, the rule-base itself, or do just about anything else the system programmer decides to include. This loop of firing rules and performing actions continues until one of two conditions are met: there are no more rules whose conditions are satisfied or a rule is fired whose action specifies the program should terminate.

TRAINING MODEL
Our study is designed to estimate the accuracy of the prediction. We first normalize the data used in the study and describe the supervised learning algorithm we chose. Then we train the data by C 5.0 decision tree classifier and rulesets classifier. After that, we use the data of 2004 to test and estimate the accuracy of prediction.

Data Source
We used daily data during June of 1996 to 2004 8 Taiwanese companies which have cross-listings of their stocks in the US stock market as American Deposit Receipt (ADR) is being applied and these Taiwanese companies daily data of Taiwanese stock market as sample. The data during 1996 to 2003 will be trained and constructed by C 5.0 decision tree classifier and rulesets classifier. Then they will use the decision tree and rulesets to run the data of 2004. The result would be used to compare with existed data of Taiwanese stock variation or ADR variation in 2004. Before training, the data will be normalized and change into the format which could be recognized by C 5.0. The following are the data used in the training set:

ADR or Stock Variation: (Close price – Open price) / Open price * 100%
5. A value between 0 and 1 that indicates the confidence with which
   4. A class predicted by the rule.
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   2. Statistics (n, lift x) or (n/m, lift x) that summarize the performance
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Each rule consists of:
1. A rule number — this is quite arbitrary and serves only to identify
the rule.
2. Statistics (n, lift x) or (n/m, lift x) that summarize the performance
of the rule. Similar to a leaf, n is the number of training cases
covered by the rule and m, if it appears, shows how many of them
do not belong to the class predicted by the rule. The rule’s accuracy
is estimated by the Laplace ratio \((n-m+1)/(n+2)\). The lift x is the
result of dividing the rule’s estimated accuracy by the relative
frequency of the predicted class in the training set.
3. One or more conditions must be satisfied if the rule is to be
applicable.
4. A class predicted by the rule.
5. A value between 0 and 1 that indicates the confidence with which
this prediction is made. (Note: If boosting is used, this confidence

Before constructing decision tree and rulesets, we normalize two data
sets. First is Taiwanese is stock previous 5 days variation and the class
that was specified by today ADRs variation. Second is ADR is previous
5 days variation and the class that was specified by today Taiwanese
stock.

Training Process

Decision Tree
Decision tree learning follows a kind of top-down, divide-and-conquer
learning process. The basic algorithm for decision tree learning can be
-described as follows:
1. Based on an information gain measure, select an attribute to place
   at the root of the tree and branch for each possible value of the tree.
   Thereby, the underlying case set is split up into subsets, one for each
   value of the considered attribute.
2. Recursively repeat this process for each branch, using only those
cases that actually reach that branch.
3. If at any time all instances at a node have the same classification,
   stop developing that part of the tree.

Rulesets
The Rulesets option causes classifiers to be expressed as rulesets rather
than decision trees, here giving the following rules:

Rule 1: (31, lift 42.7)
  thyroid surgery = f
  TSH > 6
  TT4 <= 37
  -> class primary [0.970]

Rule 2: (63/6, lift 39.3)
  TSH > 6
  FTI <= 65
  -> class primary [0.892]

Rule 3: (270/116, lift 10.3)
  TSH > 6
  -> class compensated [0.570]

Table 1. Result is Acquired by Training the Data Using Rule Base of Each
Company

<table>
<thead>
<tr>
<th>Company</th>
<th>TW predicts ADR</th>
<th>ADR predicts TW</th>
</tr>
</thead>
<tbody>
<tr>
<td>MXICY</td>
<td>55.26%</td>
<td>48.62%</td>
</tr>
<tr>
<td>ASTSF</td>
<td>50.43%</td>
<td>47.71%</td>
</tr>
<tr>
<td>TSM</td>
<td>54.39%</td>
<td>44.04%</td>
</tr>
<tr>
<td>ASX</td>
<td>62.28%</td>
<td>54.13%</td>
</tr>
<tr>
<td>UMC</td>
<td>56.14%</td>
<td>47.22%</td>
</tr>
<tr>
<td>SPIL</td>
<td>50.09%</td>
<td>43.12%</td>
</tr>
<tr>
<td>AUO</td>
<td>64.35%</td>
<td>47.71%</td>
</tr>
<tr>
<td>CHT</td>
<td>61.74%</td>
<td>39.45%</td>
</tr>
</tbody>
</table>

Table 2. Result is Acquired by Training the Data Using Rule Base of Total
Eight Companies

<table>
<thead>
<tr>
<th>Company</th>
<th>TW predicts ADR</th>
<th>ADR predicts TW</th>
</tr>
</thead>
<tbody>
<tr>
<td>MXICY</td>
<td>56.14%</td>
<td>51.38%</td>
</tr>
<tr>
<td>ASTSF</td>
<td>57.39%</td>
<td>47.71%</td>
</tr>
<tr>
<td>TSM</td>
<td>45.61%</td>
<td>52.29%</td>
</tr>
<tr>
<td>ASX</td>
<td>62.28%</td>
<td>58.72%</td>
</tr>
<tr>
<td>UMC</td>
<td>64.04%</td>
<td>45.73%</td>
</tr>
<tr>
<td>SPIL</td>
<td>51.75%</td>
<td>55.96%</td>
</tr>
<tr>
<td>AUO</td>
<td>53.04%</td>
<td>50.46%</td>
</tr>
<tr>
<td>CHT</td>
<td>55.65%</td>
<td>37.61%</td>
</tr>
</tbody>
</table>

SUMMARY AND CONCLUSION
The predicting which ranges from January 2, 2004 to June 16, 2004 is
based on the stock price variation of Taiwanese’s stocks and their ADRs.
Each company has 115 trading days. The accuracy rate shows the
moving trend between the predicted data and the real data.

Rule Base
Table 1 is the accuracy rate of prediction acquired by rule base training.
Table 1 shows the predicting accuracy rate by using each company’s
historical data. The second column shows the rate of the ADRs
describes as follows:

Test and Run
Once trained, a decision tree can predict a new data set by starting at the
top of the tree and following a path down the branches until a leaf node
is encountered. The path is determined by imposing the split rules on the
values of the independent variables in the new data set.
The data of eight companies in 2004 are used to test the decision tree
and make comparison with the analytical result. Run the network to
to predict future results. Run the network, and show it new input data and
and read the results.
Table 3. Result is Acquired by Training the Data Using Decision Tree of Each Company

<table>
<thead>
<tr>
<th></th>
<th>TW predicts ADR</th>
<th>ADR predicts TW</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUXCY</td>
<td>60.53%</td>
<td>44.95%</td>
</tr>
<tr>
<td>ASTSF</td>
<td>49.57%</td>
<td>50.46%</td>
</tr>
<tr>
<td>TSM</td>
<td>47.37%</td>
<td>45.87%</td>
</tr>
<tr>
<td>ASX</td>
<td>61.40%</td>
<td>49.54%</td>
</tr>
<tr>
<td>UMC</td>
<td>53.51%</td>
<td>37.96%</td>
</tr>
<tr>
<td>SPIL</td>
<td>50.88%</td>
<td>47.71%</td>
</tr>
<tr>
<td>AVO</td>
<td>54.78%</td>
<td>46.79%</td>
</tr>
<tr>
<td>CHT</td>
<td>60.00%</td>
<td>44.04%</td>
</tr>
</tbody>
</table>

Table 4. Result is Acquired by Training the Data Using Decision Tree of Total Eight Companies

<table>
<thead>
<tr>
<th></th>
<th>TW predicts ADR</th>
<th>ADR predicts TW</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUXCY</td>
<td>53.51%</td>
<td>47.71%</td>
</tr>
<tr>
<td>ASTSF</td>
<td>49.57%</td>
<td>42.20%</td>
</tr>
<tr>
<td>TSM</td>
<td>43.86%</td>
<td>58.72%</td>
</tr>
<tr>
<td>ASX</td>
<td>54.39%</td>
<td>55.05%</td>
</tr>
<tr>
<td>UMC</td>
<td>51.75%</td>
<td>38.89%</td>
</tr>
<tr>
<td>SPIL</td>
<td>46.49%</td>
<td>58.72%</td>
</tr>
<tr>
<td>AVO</td>
<td>50.43%</td>
<td>48.62%</td>
</tr>
<tr>
<td>CHT</td>
<td>52.17%</td>
<td>50.46%</td>
</tr>
</tbody>
</table>

the total 115 trading days. Based on both two tables above, it can approve that Taiwanese stock price plays the main role to affect those price of the stock in America.

Decision Tree

Table 3 is the accuracy rate of prediction acquired by decision tree training.

Table 3 shows the predicting accuracy rate by using each company’s historical data. From the table, apparently most companies have a higher accuracy rate of ADRs prediction.

Table 4 shows the predicting accuracy rate by using total eight companies’ historical data. In table 4, you can see apparently most company has higher accuracy rate of ADRs prediction as table 3.

The ADR of ASX (ADV SEMICON ADR), for instance, has the result of 61.40% (70/115) same moving trend as the Taiwanese stock price within the total 115 trading days. It can prove that Taiwanese stock price plays the main role to in affecting the prices of the stocks in America.

CONCLUSION

As the result above, not all the companies have the same moving trend. But for most of the cases, the results show that it has higher accuracy rate of ADRs prediction by using both rule base and the decision tree. Some companies even have more than 60% accuracy rate. Nevertheless, it might be some other factors such as politics, economics that are possible to affect the stock price, so not all of the companies’ stock price can be predicted by using rule base or decision tree. Overall, we believe that the ADRs co-related with stock prices, especially using Taiwanese stock price to predict ADR’s.

Future Work

In the future, we will continue our job to compare the result obtain by other AI techniques such as neural network.
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