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ABSTRACT

In “real life” decision-making situations, inevitably, there are numerous unmodelled components, not 
incorporated into the underlying mathematical programming models, that hold substantial influence 
on the overall acceptability of the solutions calculated. Under such circumstances, it is frequently 
beneficial to produce a set of dissimilar–yet “good”–alternatives that contribute very different 
perspectives to the original problems. The approach for creating maximally different solutions is 
known as modelling-to-generate alternatives (MGA). Recently, a data structure that permits MGA 
using any population-based solution procedure has been formulated that can efficiently construct 
sets of maximally different solution alternatives. This new approach permits the production of an 
overall best solution together with n locally optimal, maximally different alternatives in a single 
computational run. The efficacy of this novel computational approach is tested on four benchmark 
optimization problems.
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INTROdUCTION

Multifarious real-world decision-making environments are frequently confounded by ambiguous 
and incompatible structural specifications that can prove difficult to incorporate into mathematical 
decision models (Belarbi et al., 2017; Brugnach et al., 2007; Janssen et al., 2010; Matallah et al., 2017; 
Matthies et al., 2007; Mowrer, 2000; Walker et al., 2003). While “optimal” solutions can normally 
be calculated for the mathematical formulations, these answers may not produce the best outcomes 
in the original real system (Acharjya & Anitha, 2017; Brugnach et al., 2007; Fahad et al., 2017; 
Janssen et al., 2010; Loughlin et al., 2001). To improve decision-making under such circumstances, 
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it is often preferable to create a limited number of dissimilar options that contribute very different 
perspectives (Matthies et al., 2007; Puri et al., 2020; Yeomans & Gunalay, 2011). Preferably these 
alternatives should all possess good (i.e. near-optimal) objective measures with respect to their 
modelled objective(s), but be maximally different from each other in terms of the system structures 
characterized by their decision variables. Several approaches collectively referred to as modelling-
to-generate-alternatives (MGA) have been developed in response to this multi-solution creation 
requirement (Brill et al., 1982; Loughlin et al., 2001; Yeomans & Gunalay, 2011).

The primary impetus behind modelling-to-generate-alternatives (MGA) is to create a manageably 
small set of alternatives that are good with respect to all measured objective(s) yet are as fundamentally 
different as possible from each other within the prescribed decision space. By adopting a maximally different 
approach, the resultant alternative solution set is likely to provide very different perspectives with respect 
to any unmodelled issues, while simultaneously providing different choices that all perform somewhat 
similarly with respect to the modelled objectives (Walker et al., 2003). Decision-makers must conduct 
subsequent assessments of the alternatives to ascertain which specific option(s) most closely satisfies their 
underlying circumstances (Arrais-Castro et al., 2015). Consequently, MGA approaches are necessarily 
classified as decision support processes rather than as the explicit solution determination methods generally 
assumed for optimization (see Benatia et al., 2016; Sharma & Virmani, 2017; Strand et al., 2017).

The earliest MGA procedures employed a relatively straightforward approach in which each 
alternative was incrementally formulated by re-running the solution generation algorithm whenever a 
new option had to be produced (Baugh et al., 1997; Brill et al., 1982; Loughlin et al., 2001; Yeomans & 
Gunalay, 2011; Zechman & Ranjithan, 2004). These iterative procedures mimicked the seminal Hop-
Skip-Jump (HSJ) MGA approach of Brill et al. (1982) in which, once an initial problem formulation 
has been optimized, all supplementary alternatives are produced one-by-one. Consequently, these 
iterative procedures all require n+1 runnings of their respective algorithms to optimize the initial 
problem followed by the creation of n alternatives (Imanirad & Yeomans, 2013; Imanirad et al., 2012a; 
Yeomans & Gunalay, 2011). These MGA approaches were subsequently extended to generate sets of 
maximally different solution alternatives in Yeomans (2018a, 2018b, 2018c), Imanirad and Yeomans 
(2013), and Imanirad et al. (2012b, 2013a, 2013b, 2013c).

Recently, Gunalay & Yeomans (2019) and Yeomans (2018d, 2019a, 2019b) introduced a data 
structure that permits both optimization and MGA using any population-based solution procedure. 
Specifically, this new data-structure-based approach to MGA enables the simultaneous generation of 
the overall best solution together with an additional set of m-1 locally optimal, maximally different 
alternatives in a single computational run. Namely, to generate the additional m-1 maximally different 
solution alternatives, the MGA algorithm would need to run exactly the same number of times that 
an optimization procedure would need to be run for function optimization purposes alone (i.e. once) 
irrespective of the value of m (Yeomans 2017a, 2017b). Consequently, this simultaneous procedure 
could be considered extremely computationally efficient for MGA purposes.

Numerous metaheuristic approaches have been developed for use in a variety of decision-making 
environments (for some recent examples, see: Gergin et al. 2019; Jain & Yada 2021; Murali et al. 
2022; Vasant et al. 2020). For calculation and optimization purposes, Yang (2009, 2010) created three 
population-based metaheuristics: the Firefly Algorithm (FA), the Bat Algorithm (BA), and the Cuckoo 
Algorithm (CA). These three nature-inspired procedures have been shown to be more computationally 
efficient than the more commonly-used enhanced particle swarm, genetic algorithm, and simulated 
annealing metaheuristic procedures (Cagnina et al., 2008; Gandomi et al., 2011; Yang & Yeomans 
2014) and have been applied to an extremely diverse spectrum of problem settings (Acharjee & 
Chaudhuri 2022; Aggrawal & Anuja 2022; Bangyal et al. 2021; Bharathi 2022; Chandrasekaran & 
Simon 2014; Garg & Kumar 2021; Gopu & Venkataraman 2021; Pandey & Bannerjee 2021; Rahman 
et al. 2019; Rautry et al. 2019; Wang & Ji 2021).

In this paper, for the first time, the efficacy of employing the novel population-based MGA 
data structure approach in conjunction with the FA, BA, and CA is computationally examined using 



 

 

18 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/article/a-computational-comparison-of-three-

nature-inspired-population-based-metaheuristic-algorithms-

for-modelling-to-generate-alternatives/321119

Related Content

Reducing the 0-1 Knapsack Problem with a Single Continuous Variable to

the Standard 0-1 Knapsack Problem
Marcel Bütherand Dirk Briskorn (2012). International Journal of Operations Research

and Information Systems (pp. 1-12).

www.irma-international.org/article/reducing-knapsack-problem-single-continuous/62255

Operators Skill Level Evaluation Method for Balancing of an Apparel

Assembly Line
Todor Stojanovand Xue-Mei Ding (2015). International Journal of Productivity

Management and Assessment Technologies (pp. 1-12).

www.irma-international.org/article/operators-skill-level-evaluation-method-for-balancing-of-an-

apparel-assembly-line/128813

Problem-Oriented Assessments in Archives Management and an Extensive

Archival Maturity Model Design
Arian Rajh (2019). Diverse Applications and Transferability of Maturity Models (pp.

121-151).

www.irma-international.org/chapter/problem-oriented-assessments-in-archives-management-

and-an-extensive-archival-maturity-model-design/214784

Modeling Business Process Variability for Design-Time Configuration
Macello La Rosa, Marlon Dumasand Arthur H.M. ter Hofstede (2009). Handbook of

Research on Business Process Modeling (pp. 204-228).

www.irma-international.org/chapter/modeling-business-process-variability-design/19693

Minimizing Makespan on Identical Parallel Machines
Abey Kuruvillaand Giuseppe Paletta (2015). International Journal of Operations

Research and Information Systems (pp. 19-29).

www.irma-international.org/article/minimizing-makespan-on-identical-parallel-machines/124759

http://www.igi-global.com/article/a-computational-comparison-of-three-nature-inspired-population-based-metaheuristic-algorithms-for-modelling-to-generate-alternatives/321119
http://www.igi-global.com/article/a-computational-comparison-of-three-nature-inspired-population-based-metaheuristic-algorithms-for-modelling-to-generate-alternatives/321119
http://www.igi-global.com/article/a-computational-comparison-of-three-nature-inspired-population-based-metaheuristic-algorithms-for-modelling-to-generate-alternatives/321119
http://www.igi-global.com/article/a-computational-comparison-of-three-nature-inspired-population-based-metaheuristic-algorithms-for-modelling-to-generate-alternatives/321119
http://www.irma-international.org/article/reducing-knapsack-problem-single-continuous/62255
http://www.irma-international.org/article/operators-skill-level-evaluation-method-for-balancing-of-an-apparel-assembly-line/128813
http://www.irma-international.org/article/operators-skill-level-evaluation-method-for-balancing-of-an-apparel-assembly-line/128813
http://www.irma-international.org/chapter/problem-oriented-assessments-in-archives-management-and-an-extensive-archival-maturity-model-design/214784
http://www.irma-international.org/chapter/problem-oriented-assessments-in-archives-management-and-an-extensive-archival-maturity-model-design/214784
http://www.irma-international.org/chapter/modeling-business-process-variability-design/19693
http://www.irma-international.org/article/minimizing-makespan-on-identical-parallel-machines/124759

