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ABSTRACT

The initial weights in Back Propagation has a strong influence in the learning speed and the quality of the solution obtained after convergence. The main objective of the research is to improve the performance of BP through three concepts: First, propagating the error back to the weights without squaring; second, limiting the initial randomly-generated weights to a certain range; and third, starting the matrix of weights with an ID matrix.

INTRODUCTION

This research is based on the Back Propagation (BP) Method in Character Recognition, which is a famous approach in Artificial Neural Network (ANN). The main objective of the research is to improve the performance of BP through three concepts: First, propagating the error back to the weights without squaring; second, limiting the initial randomly-generated weights to a certain range; and third, starting the matrix of weights with an ID matrix.

OVERVIEW OF ANN

A Neural Network is composed of Processing Elements (PE). PE, or nodes, which represent the Soma, are also called artificial neurons, similar to those in the human brain. Each PE receives an input and produces an output. Each ANN is composed of a collection of PEs grouped in layers. Layers can be input, output, and hidden (intermediate) [Turban, 2000]. The hidden layers can be located between the input and hidden layers [Turban, 2000].

ANN network can be organized in several different ways (topologies or architecture); that is, a PE can be interconnected to different PEs in different configurations, called architecture. While processing information, many PEs perform their computations simultaneously [Turban, 2000]. This parallel processing resembles the brain activity [Turban, 2000].

Each input corresponds to a single attribute or variable. In the character recognition program each pixel represents an input. The output of the network represents the solution to the problem being solved. Weights express the relative strength between PEs. It is a mathematical value. Weights are stored when a pattern is learnt and through the readjustment of weights learnt by the network. The Summation Function computes the weighted sum of all inputs entering a PE. The formula for \( n \) inputs to a PE \( j \) is as follows: \( Y_j = \sum_{i=1}^{n} W_{ji} X_i \) where \( i \) ranges from 1 to \( n \), and \( n \) is the size of the input vector, \( X \) is the input, \( W \) is the weight. The summation calculates the internal stimulation or Activation Level. The relationship between the internal Activation Function and the output can be linear or nonlinear. The relationship can be expressed by several types of transfer functions. The Sigmoid Function is a popular and useful nonlinear transfer function: \( Y_T = \frac{1}{1+e^{-Y}} \) where \( Y \) is the transformed (normalized) value of \( Y \).

Back Propagation is an abbreviation for Back Error Propagation. The word PROPAGATION is synonymous with broadcast, dissemination, promulgation, and circulation; if we look at the entire name it means “disseminate the error” of a result back to the input in order to rectify the result. BP method is the Generalized Delta Rule[ Carling, 1992] and it belongs to the Supervised Learning Family. There are two major steps in the BP: Forward Pass and Backward Pass. In the Forward Pass, the network functions as usual with each input multiplied by its own random weight, then a transfer function is applied to the result (depending on the number of layers). Subsequently, armed with actual, required, and error values the Backward Pass starts. In the Backward Pass, the process only enhances the weights so that new weights will be calculated, to be reused in the Forward Pass. The network normally has one or more hidden layers.

In general, the BP works as follows:

- Initialize weights (Wij) with random values and set parameters.
- Read the inputs vector (Xi) and the desired output.
- Compute the actual output (Y) via the calculation, working forward through the layers.
- Compute the error =Desired output-Actual output or (delta)=Zj-Yj.
- Change the weights by working backwards from the output layer through the hidden layers [Turban, 2000].

IMPLEMENTATION

For this research, each letter of the English alphabet (26 letters) is divided into a matrix of size 7 X 9. Only capital letters are tested. The network used is made up of three layers (input, hidden, output). The number of PEs is 63 nodes in each layer. The network is fully connected between the input and hidden layers, and fully connected between the hidden and output layers.

The Activation Function is: \( O_j = \frac{\sum_{i=1}^{63} W_{ij} O_i + T_j}{1+e^{-T_j}} \). \( T_j \) is the threshold of Neuron \( j \). \( W_{ij} \) is the weight between neurons \( j \) and \( i \). \( O_i \) is the output neuron \( j \), where \( j \) and \( i \) are from 1 to 63. The Transformation Function used in the implementation is the following: \( O_j = \frac{1}{1+e^{-O_j}} \). \( O_j \) is the Activation Function of neuron \( j \). The errors are calculated as follows: \( E=Desired-O_j \). The error is propagated as is.

The idea behind this is to simulate the human memorization process: when humans memorize a letter and later find out they are wrong, they will discard the memorized information.
Forward Pass is typical, as mentioned previously:
1. For every layer (input, hidden, output).
2. For every node in that layer.
a. Activation \( = \text{sum}(W \cdot \text{output}) \).
b. \( O_i = 1/(1+e^{-\text{activation}_i}) \).

The Backward Pass used in this implementation is typical of BP with some modification. The most important modification is the error calculation. Error is calculated as follows Error = Desired Value - Actual Output. The error is not squared, nor is it absolute. The philosophy behind this, as mentioned previously, is similar to the human memorization process. When the error is less than zero, it represents trying to forget the mistake and the ANN has to readjust the weights accordingly, unlike Magoulas relying on weight adjustment rather than weights and second derivative [Magoulas, 1999].

Results of Implementation

After the input of a partial letter with input vector size 3 for one vector, the following is noted in the weights matrix:
- When the input is 0 the weights are all negative ranging from -1.4 to -2.9.
- When the input is 1 the weights are all positive ranging from 1.4 to 2.9.
- The bigger the input vector the smaller the number of iterations needed to reach the right weights, as the following table of experiments suggests:

<table>
<thead>
<tr>
<th>Input Vector Size</th>
<th>Number of Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>122</td>
</tr>
<tr>
<td>2</td>
<td>141</td>
</tr>
<tr>
<td>3</td>
<td>141</td>
</tr>
</tbody>
</table>

Having observed these results, the next phase of the experiment is to attempt to feed more than one vector. The results are interesting: the number of iterations increase to more than 5000.

Finally, the initial matrix of weights is devised as an ID matrix with weights randomly generated in the range of 0.5 to 1.4 for the hidden layer weights. In other words, the initial ANN network is directly connected: each node in the input layer is connected to one node in the hidden layer, and each node in the hidden layer is connected to one node in the output layer. Then after the initial phase, the network starts building up its structure much like the cascade-correlation architecture described by [Fahlman, 1991]. The results are also interesting in that the network learnt all 26 letters with an error margin of 0.03 in 1000 iterations. The only letter that is not perfectly learnt is the letter Z, which has one pixel missing.

The final solution is to have matrices of weights: one for the input weights and the other for the hidden weights. The values in the input weight matrix range from 3 to -4.6. The hidden layer weights range from 5.56 to -7.4.

Analyzing the numbers in the weights matrix, as the following figure may suggest, reveals that most weights are concentrated between 0.74 to -0.66, representing 3586 out of 3969 weights, which total to almost 90%.

<table>
<thead>
<tr>
<th>Error ± 0.05</th>
<th>Number of Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of Input Vector</td>
<td>Experiment #1</td>
</tr>
<tr>
<td>2</td>
<td>703</td>
</tr>
<tr>
<td>4</td>
<td>240</td>
</tr>
<tr>
<td>5</td>
<td>378</td>
</tr>
<tr>
<td>6</td>
<td>380</td>
</tr>
<tr>
<td>8</td>
<td>252</td>
</tr>
<tr>
<td>10</td>
<td>161</td>
</tr>
<tr>
<td>12</td>
<td>146</td>
</tr>
<tr>
<td>14</td>
<td>122</td>
</tr>
<tr>
<td>16</td>
<td>54</td>
</tr>
</tbody>
</table>

Looking at the hidden layer weight count, as the following graph may suggest, reveals that most weights are concentrated around 1.53 to -1.75, representing 3648 weights out of 3969, which total to almost 92%.

Such findings agree with findings with [Kolen, 1990] in such that BP is extremely sensitive to initial weights and later was agreed by [Castro, 2001] and [Nolfi, 1999]. Unlike Plagianakos there was no need to limit the weights to integers since the interest there was in hardware implementation [Plagianakos, 2000].

CONCLUSION

The basis of this paper is to speed up the BP method. This can be accomplished by using three concepts: first, the error feedback must be left as is; second, using the weights in the ranges discussed in Figure 2, which are still random, but generated within certain ranges; and third, to use the ID matrix at the initial phase, as it will speed up the process.

The weights are a very important aspect of the BP. While randomly generated, the finding of this research suggests that concentrating weights in the ranges mentioned above will, logically, speed up the process of the ANN network.
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