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ABSTRACT

This paper reports findings from a U.S. national survey on the adoption of data quality management. Findings suggest that on a nationwide basis, regional variation was found in the adoption of the data quality management function within healthcare organizations.

DATA QUALITY MANAGEMENT

How widespread is the problem of poor data quality in the U.S. healthcare system? According to a recent audit of Medicare-based reimbursement, the Office of Inspector General (OIG) of the Department of Health and Human Services (HHS) found a 5 percent increase in erroneous payments to physicians attributed to databased flaws or lack of data documentation compared to the previous year. Inadequate or inappropriate data documentation also was the top reason for erroneous payments to physicians (Gibbs-Brown, 2000). More troubling is the fact that incorrect coding accounted for almost 15 percent of the total improper payment made by Medicare; more than 90 percent of those payments were made to physicians. Although the reimbursement aspects of incorrect coding are apparent, systematically identifying the causes and remedies remains a problem for medical systems developers (Gibbs-Brown, 2000).

Data warehouse managers must be able to facilitate accuracy, determine an application’s purpose, and focus on the rationale for collecting certain data elements (Mendelsohn & Kraemer, 1998). Information managers are further charged with ensuring accuracy, requiring appropriate education and training, and communicating timely and appropriate data definitions to those who collect data. Data warehouse managers are charged with ensuring that appropriate edits are in place to guarantee accuracy. Adherence to approved coding principles that generate coded data of the highest quality remains important, but that is just a part of the overall data quality picture (Gorla & Krebbiel, 1999). Ensuring the accuracy of coded data is a responsibility shared between information systems professionals and clinicians.

Most significantly, the accreditation standards of the Joint Commission on Accreditation of Healthcare Organizations (JCAHO) as well as the Medicare Conditions of Participation also require that final diagnoses and procedures are recorded in the health record and authenticated by healthcare practitioners. Congress has mandated a series of regulations, under the Health Insurance Portability and Accountability Act of 1996 (HIPAA), intended to reduce the administrative costs and burden associated with health care by standardizing data and facilitating electronic transmission of many administrative and financial transactions. Because of the belief that the electronic movement of health information creates patient privacy and security concerns, Congress also directed the Secretary of HHS to develop standards to protect the privacy and security of individually identifiable health information (P.L. 104-191, 1996). Such requirements for standardized information management practices suggest that, while the implementation and impact of such mandates remain uncertain, the goal of HIPAA is clear: organizations need to devise some type of formal data management strategy to ensure the standardized collection of information within their structural bounds (HHS, 2000).

RELATED STUDIES

The provision of information management services itself has suffered, to an extent, from a lack of centralized strategic development, with local standards and practices often emerging from initiatives in academic institutions, resulting in a service that has shown a large regional variation in implementation (Leape & Park, 1990). Data quality improvement typically has accounted for a small fraction of operational expenditures, from delivery organizations as well as from national funding sources. Little research has been done to assess the implications of quality of data in an evidence-based environment for health services delivery. Although primarily concerned with U.S. healthcare, the interregional and international perspectives must also be considered. The scope of evidence-based medicine is such that interregional cooperation will be required, and the potential for access to advanced information services via the global network will break down traditional boundaries to health care systems (Park, 1993).

This study is one attempt to determine, on a national level, do healthcare organizations uniformly adopt prescribed data quality management as part of their overall organizational structure? If not, how does adoption vary?

DATA COLLECTION

Data from a nationwide survey of healthcare information managers, the AHA Annual Survey, the U.S. census, Interstudy publications, state and regional health service departments, and The Market Statistics Reports were used to examine the organizational and environmental characteristics of data quality in a variety of healthcare settings. A comparison of selected data quality characteristics was made across practice settings, geographic areas, and selected healthcare demographic characteristics. The survey data include measures of the quality of data obtained via automated encoders, the impact of organizational mergers and acquisitions on data quality, and the existence of an organizational data quality committee or team. The survey further identifies the existence of a data quality manager, the most common methods used for identifying data quality problems, and the uses of edit checks in automated data fields. Finally, the data provide measures of the existence of organizational master data dictionaries, the existence of organizational policies and procedures related to the timeliness of data capture, and the existence of an organizational process to identify and prioritize data acquisition.

The survey, completed in May of 1999, was a response to the need of the healthcare industry for more timely and frequent practice information in the field of health information management. The initial survey was initially fielded in June 1998, with follow-up assessments accomplished through May 1999. It was designed to provide representative information on the population of health information managers. The sample included respondents from a variety of practice settings and job titles and excluded students. The survey obtained data from 16,591 health information managers, for a 50.4 percent gross response rate. Preliminary findings from the survey were summarized for analysis and are reported elsewhere (Lorence, 1999).

RESULTS

Data Quality Management

Data Quality Manager

Adoption of the dedicated data quality management role, though widespread, was still found in only a minority of organizations. Adop-
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Data Quality Committee or Team

Overall, 48.5% of respondents reported having adopted a data quality team or committee. Slightly less have adopted dedicated data quality managers within their organizations. Despite federal mandates to standardize data practices, and professional protocols suggesting more stringent, uniform data quality measures, why does there still exist only partial adoption of data quality functions within organizations, and like variation in adoption patterns of such positions?

Variation was prevalent across practice settings regarding adoption preferences. More than one-half (55%) of the hospital setting respondents’ organizations have a data quality committee or team, a significant percentage compared to clinic (31%) and “Other” (41%) practice setting respondents’ organizations. Mean response from hospital practice settings (4.19) respondents was significantly higher when compared to clinic (3.60) and “Other” (3.65) setting respondents, when rating the quality of coding with encoders compared to manual coding.

Preferences also varied across organizational roles, regarding adoption of the data quality manager role. Nearly one-half (48%) of the respondents with an “Other” job title report their organization has a data quality manager, which is significantly different from Managers (38%).

Significant variation also existed across geographic boundaries (Table 1).

Mid Atlantic organizations (44%) were more likely to have adopted the data quality manager role, a significant difference compared to the West North Central (34%) and West South Central (38%) regions.

Merger activity was only marginally associated with variation in adoption of data quality managers. Respondents whose organizations have merged and have a data quality manager (50%) reported a significantly higher adoption rate compared to organizations that have not merged (40%). The dedicated data quality management role, while growing in acceptance, was still found in only a minority of organizations.

Table 1: Regional variation in the appointment of a data quality manager

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>44.3%</td>
<td>44.5%</td>
<td>44.2%</td>
<td>33.9%</td>
<td>42.6%</td>
<td>43.5%</td>
<td>39.5%</td>
<td>41.7%</td>
<td>40.7%</td>
</tr>
<tr>
<td>No</td>
<td>55.7%</td>
<td>55.5%</td>
<td>55.8%</td>
<td>66.1%</td>
<td>57.4%</td>
<td>56.5%</td>
<td>62.5%</td>
<td>58.3%</td>
<td>59.3%</td>
</tr>
<tr>
<td>Total</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 2: Regional variation in the appointment of a data quality committee or team

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>53.7%</td>
<td>44%</td>
<td>48.5%</td>
<td>42.6%</td>
<td>47.8%</td>
<td>48.6%</td>
<td>44.6%</td>
<td>53.1%</td>
<td>46.4%</td>
</tr>
<tr>
<td>No</td>
<td>46.3%</td>
<td>56%</td>
<td>51.5%</td>
<td>57.4%</td>
<td>52.2%</td>
<td>51.4%</td>
<td>55.4%</td>
<td>46.9%</td>
<td>53.6%</td>
</tr>
<tr>
<td>Total</td>
<td>1005</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

DISCUSSION

Why should data quality be a dedicated organizational function? Primarily, because there now exists a need to incorporate a multi-dimensional data quality model into day-to-day management practices. A comprehensive data quality model goes far beyond simple data accuracy audits. It requires continuous assessment and adjustment of a multi-factorial model (Williams & Yang, 1996). It should, for example, include some measure of relevancy, or assurance that the data collected are meaningful to the performance of the process or application for which they are collected. In addition, accessibility requires that data items are easily obtainable and legally proper to collect.

Further, a measure of comprehensiveness is needed, that requires assurance that all necessary data items are included in the database. Consistency, likewise, requires that the value of the data is reliable and remains the same across applications; that is, data are consistent when the value of the data (such as the patient’s health record number) is the same across applications and systems. Timeliness of data is also important, assuring that a given value is up-to-date when it is current for a specific point in time. Clear data definitions likewise make it possible for current and future data users to know what the data mean. Precision assessments also require that data values are just large enough to support the application or process. Finally, data relevancy, or assurance that data collected are meaningful to the performance of the process or application for which they are collected, is also a key component of the data quality dimension (Fletcher, 1998).

While it may be that the quality of information, such as local costs, is less a reflection of actual truth than the need to report data that maximizes reimbursement, both researchers and clinical providers often rely on this information for evaluating clinical performance, even more so in an evidence-based environment (Chassin et al., 1997).

Geographic variation in data quality has implications for both clinical quality as well as reimbursement, since information on costs for a specific procedure can vary greatly from one city to another. The key question: is this due to actual variation in cost or charges, or simply inaccurate data being reported? In many cases, the total amount paid for medical services per beneficiary is more than twice as much in some markets as it is in others, even...
after adjusting for differences in the local prices of services. This is often based upon cost data collected and maintained with questionable information management practices. Payments for medical services per beneficiary in the Southeast, for example, have been found to less than half as much as in the Midwest, even after adjusting for price. In home-care services, regional Medicare reimbursement adjusted for price may cost as much as 12 times more per person in Tennessee, compared to areas of Minnesota (Wennberg, 1997).

Regions with relatively high reimbursement for outpatient and home-care services provided to Medicare patients also provide high inpatient hospital services. Often, analysts wrongfully assume that increased spending for ambulatory care automatically results in lower inpatient costs. Frequently, however, spending in these sectors is completely independent. For example, the rate of coronary-bypass surgery per 1,000 Medicare beneficiaries in Northern Illinois has been found to be more than four times the rate in Southern Colorado. Similarly, rates of balloon angioplasty procedures for opening diseased heart vessels ranged from 1.6 per thousand in Buffalo, New York, to 12.8 per thousand in Stockton, California (Wennberg, 1997).

CONCLUSION

There is an increasing reliance on health care data that is accurate, reliable, and of the highest quality. This comes, however, with an increasing reliance on information system performance and how it ultimately affects the quality of data maintained. This is the challenge information information systems developers face in an evidence-based healthcare system. Evidence-based measurement is at the heart of efforts to promote more consistent, and effective, data quality management, as the US healthcare system grows increasingly reliant on data representations in lieu of extensive patient-provider interaction. This exists in an environment of concurrent utilization of information systems in research and day-to-day clinical practice. Variation in data errors within the Medicare system that is based largely on traditional fee-for-service insurance reimbursement is especially timely as Congress seeks to curtail spending growth in that program without cutting necessary services to beneficiaries.
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