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ABSTRACT

The concept of personalization has long been advocated to be one of the edges to improve the stickiness of on-line stores. By enabling an on-line store with adequate knowledge about the preference characteristics of different customers, it is possible to provide customized services to further raise the customer satisfaction level. In this paper, we describe in details how to implement a knowledge-based recommender system for supporting such an adaptive store. Our proposed conceptual framework is characterized by a user profiling and product characterization module, a matching engine, an intelligent gift finder, and a backend subsystem for content management. A prototype of an on-line furnishing company has been built for idea illustration. Limitations and future extensions of the proposed system are also discussed.

INTRODUCTION

The development of Web technologies has brought a lot of advantages to merchants for moving their business online. Within the past few years, a large variety of on-line stores has been started in the cyberspace. However, the survival rate is just around 50%, where some recognized dom-com like Boo.com, Kozmo.com, MVP.com are included [1]. We believe that one important factor determining the success of on-line stores is whether the on-line shopping experience can be enhanced to such an extent that some customers choose to and continue to shop on-line. Along this direction, the concept of personalization has long been advocated as one of the edges to improve the stickiness of on-line stores. A survey, recently conducted by Cyber Dialogue, reveals that customers are more likely to purchase from a site that allows personalization, and register at a site that allows personalization or content customization [2]. To achieve that, an on-line store needs to be enabled with adequate knowledge about customers’ preference characteristics, and use it effectively to provide personalized services with high precision. A typical example of personalized services is the use of recommender systems.

Recommender systems have been implemented by many big Web retailers, such as Amazon.com and CDNow.com. Typically, they use an intelligent engine to mine the customer’s rating records and then create predictive user models for product recommendation. Software products of recommender systems are now available from various companies like NetPerception, Andromedia, Manna, etc. Based on the underlying technology, recommender systems can be broadly categorized as:

- Knowledge-based [3] where user models are created explicitly via a knowledge acquisition process.
- Content-based [4] where user models are created implicitly by applying machine learning or information retrieval techniques to user preference ratings and features extracted from product descriptions, and
- Collaborative [5] where user models are created solely by utilizing overlap of user preference ratings.

In the literature, there exist a lot of works on content-based and collaborative recommender systems. One of their common characteristics is that a substantial amount of good user preference ratings is required before precise recommendations can be provided. However, if a company is lacking such ratings information or it has new items arrived constantly, these two approaches will fail.

Here we argue that before such ratings information can be collected, the knowledge-based approach should provide a good complementary solution. With a similar rationale, Ardissono et al. [6] proposed a knowledge-based system using for tailoring the interaction users using a shell called SETA for adaptive Web stores, where stereotypical information is also used for user modeling. Sen et al. [7] proposed an intelligent buyer agent which aims to educate the user to be a more informed customer by understanding the user query and providing alternatives using a pre-built domain-specific knowledge base, which is based on propositional logic representation. For automatic rule generation, Kim et al. [8] have built a prototype system where the decision tree induction algorithm is applied to personalize advertisements.

As there is always a trade-off between personalization and privacy, what kind knowledge needed to be acquired for exchanging personalized services is definitely an important concern of on-line customers. So, the question becomes: “how can the user information required be minimized while an acceptable level of recommendation service can still be provided?” In this paper, we restrict the user information needed to only demographic information and describe in details how a related knowledge-based system can be built to support an adaptive on-line store in providing customized recommendation services. Our proposed conceptual framework is characterized by a user profiling and product characterization module, a matching engine, an intelligent gift finder, and a backend management system. A prototype of an on-line furnishing company has been built and is used throughout the paper for idea illustration. The limitations and future extensions of the proposed framework will also be discussed.

SYSTEM OVERVIEW

Knowledge-based systems are characterized by the fact that its two important components, namely the knowledge base and the inference engine (sometimes also called the shell in expert systems) are separated. A typical example is the rule-based system where the knowledge base is represented in the form of a set of if-then rules and forward-chaining reasoning is used in the inference engine. The knowledge engineer can keep on expanding the knowledge base by acquiring more domain knowledge with the inference engine being unchanged at all.

In this project, instead of using the rule-based syntax, a feature vector-based representation is adopted. Also, we assume a conventional 2-tier architecture, where domain knowledge is stored in a relational database and all the functional modules of the inference engine are run on the web server. The knowledge required to be acquired and stored in the database for driving this customized on-line store include:

- Generic products information, e.g., product name, price, manufacturing country, etc.
- Product characteristics, e.g., degrees of reliability, design style, etc.
- User demographic information, e.g., sex, age, occupation, and
- User preference profiles, e.g. preferences on reliability, dressing style, etc.
The inference engine contains the following functional modules:

- **User profiling module** which acquires the user demographic information via a simple questionnaire during membership registration and transforms the information to create a preference profile for supporting the subsequent matching.
- **Matching engine** which computes the similarity score between user preference profiles and product characteristics to support personalized product ranking shown in the catalog or as special product recommendations.
- **Intelligent gift finder** which can assist the customer via a wizard interface to identify possible gifts for a particular recipient.
- **Back-end management system** for managing the contents for supporting the above modules, which is important as adding adaptability to an on-line store greatly increases its complexity and the store can easily become unmanageable.

To provide personalized product recommendations to customers based on their preferences, one needs to first create the representations for user preferences and product characteristics, and then define a measure for computing the similarity between them (see Section 4).

**PRODUCT CHARACTERIZATION & USER PROFILING**

**Generic Representation**

A set of discriminative features \( \Phi := \{ \phi_1, \phi_2, \ldots, \phi_p \} \) has first to be identified based on domain knowledge. Then, the user preference can be represented as a vector of preference values on those feature representations \( \mathbf{w} = [w_1, w_2, \ldots, w_p] \) where \( w_i \in [U_{	ext{min}}, U_{	ext{max}}] \), and the product can be characterized as a vector of values revealing the extent to which it possesses those features, denoted as \( \mathbf{p} = [p_1, p_2, \ldots, p_p] \) where \( p_i \in [P_{	ext{min}}, P_{	ext{max}}] \).

**Product Characterization**

Based on a chosen set of features, product characteristic vectors \( \mathbf{p} \) have to be created for all the products. Unless for the cases where each product comes with a detailed product description so that some information extraction techniques can be applied, human effort for the creation of \( \mathbf{p} \) is inevitable.

**User Profiling**

For acquiring user preference profiles \( \mathbf{u} \), it can be achieved by filling in a questionnaire during the registration process. However, in practice, requiring the users to provide preference values for a long list of features is infeasible as the required effort may simply scare them from continuing to shop in your store. So, the questionnaire for a newly registered user has to be reasonable short and the questions should be easy enough for the user to provide answers. Typical examples are the demographic data like gender, age and occupation, here we have used is shown in Figure 1 and the range of value for each element in \( \mathbf{u} \) remains to be \([U_{	ext{min}}, U_{	ext{max}}] \). Similarly, the transformation for weighting can be decomposed as \( \{ f_{\mathbf{d}} (\mathbf{d}) : \Delta \to [U_{	ext{min}}, U_{	ext{max}}] \times \forall j = 1..M \} \), each corresponds to a particular element in \( \mathbf{d} \). The storage requirement can then be reduced from \( \Pi^{M, \text{card}} (\Delta) \) to \( \Sigma^{M, \text{card}} (\Delta) \). With the decomposition, the preference profile is then computed as \( \mathbf{u} = [u_{ij} \sum_{j=1}^{N} f_{\mathbf{d}} (\mathbf{d})] \forall i = 1 .. N \) where \( f_i \) denotes the \( i \)-th element of \( f \)'s output. The range of value for each element in \( \mathbf{u} \) to \([U_{	ext{min}}, U_{	ext{max}}] \).

**An On-line Furnishing Company Prototype**

To provide a concrete example for explaining the representation issue, we have built an on-line furnishing company prototype for idea illustration. The furniture items include tables, sofa, beds, quilts, etc. For user profiling and product characterization, the set of features \( \Phi \) we have used is shown in Figure 1 and the range of value for each element in both representations is set to be \([U_{	ext{min}}, U_{	ext{max}}] \) and \( U_{	ext{min}} = 0 \) and \( U_{	ext{max}} = 1 \). Products with softness "1" means that they are extremely hard whereas those with softness "0" means that the product is very soft. For demographic information \( \mathbf{d} \), 3 attributes — gender, year-of-birth and occupation are adopted (i.e., \( M = 3 \)). For the creation of the transformation functions \( f_{\mathbf{d}} (\mathbf{d}) \) and \( f_{\mathbf{d}} (\mathbf{d}) \) (see Figure 2 and Figure 3) as well as the product feature vectors \( \mathbf{p} \), it is done manually based on domain knowledge.

After a user registers with our system, his/her basic personal demographic information will automatically be stored. If he/she logs onto the system again, a personal preference profile will be created based on the methodology previously described. Recommendation services can thus be provided.

**MATCHING ENGINE**

Given the user preference profile \( \mathbf{u} \), the product characteristics \( \mathbf{p} \) and the range of preference values, a similarity measure can then be introduced.
defined. In our prototype, as the preference value range is [-1,1], one obvious measure is the dot product between \( u \) and \( p \) weighted by \( w \), given as

\[
\text{sim}(u,p,w) = \sum_{i=1}^{N} w_i u_i p_i
\]

with the output equal [-1,1]. Based on the similarity scores computed, personalized product ranking can be achieved. It can also be used to customize the catalog for browsing with the hope that the user can identify their intended products with less mouse clicks. The keyword search engine can also benefit by ranking the search results based on the scores so as to improve the chance that the intended items are put on the first few pages of the search results. Moreover, when there is a list of new products, personalized recommendation services can be provided to further improve the quality of customer services.

**INTELLIGENT GIFT FINDER**

**Profiling Gift Recipients**

For on-line shopping customization, we used to focus on how to acquire the interest of the individual customers so as to provide just-in-time customized services. However, other than buying things for themselves, customers often buy product items to be presented to their friends as gifts. Most of the on-line stores try to fulfill the need by providing some advanced search functions, with the hope that the customers can manage to specify the preference of the gift recipients in the form of some complicated searching criteria. However, this does not conform to our usual shopping manner. Instead, we used to have dialogs with the salesperson in the store describing some basic characteristics of the gift recipient with the hope that the salesperson can effectively provide some relevant recommendations to us for reference. With that idea in mind, our proposed system contains a module called *intelligent gift finder*. It operates like a typical wizard that asks users a sequence of dynamically generated questions for profiling the gift recipient. In our system, the questions are extracted from a predefined question bank with a tree structure where the edges of the tree determine the next question to ask based on the answers of the previous question. Within the question bank, there are two sets of questions. One set of questions, denoted as \( \Theta_L \), is to help capturing hard constraints to prune down the product search space (e.g., “what is your budget?”). The other set of questions, denoted as \( \Theta_R \), is to help capturing the preference profile of the gift recipient (as described in Section 3) for ranking the products in the reduced search space in a customized manner (e.g., “what is the gender of the gift recipient?”).

Suppose a user has clicked on the wizard and answered \( K \) questions. Denote \( \theta \) as the \( i \)th question, \( \alpha_i \) as his/her corresponding answer. Also, denote \( \Gamma_i(\theta, \alpha_i) \) as the set of feasible solutions corresponding to the question-answer pair \((\theta, \alpha_i)\). The current set of feasible solutions should then be given as

\[
\Gamma_K = \bigcap_{i=1}^{K} \Gamma_i(\theta, \alpha_i)
\]

For ranking products in \( \Gamma_K \) we need to associate \((\theta, \alpha_i)\) with some similarity measure. For questions capturing the recipient’s demographic information, the associated preference and weighting transformations can be used, and the similarity score can be computed as

\[
\sum_{i=1}^{K} \text{sim}(\Gamma_i, \alpha_i) \cdot p_i \cdot \Gamma_i(\alpha_i)
\]

A concept similar to that of our gift finder has been used in the Decision Guide which is developed by Personallogic and currently used in AOL.com.

**Implementation and Related Management Tools**

It is obvious that embedding the questions and answers into the program code greatly reduces the system’s maintainability and extensibility. So, putting them into the database as part of the knowledge is a natural solution. As the question bank adopts a tree-like structure, the linking relationship between the questions has to be stored as well. To ease the effort for maintaining the question bank with tree-like structure, an associated management tool has been developed accordingly. With the help of the tool, internal staff of the store can easily create, update and delete questions and answers. Also, they can easily identify their intended products with less mouse clicks. The keyword search engine can also benefit by ranking the search results based on the scores so as to improve the chance that the intended items are put on the first few pages of the search results. Besides, with the help of the tool, internal staff of the store can easily create, update and delete questions and answers. Also, they can easily identify their intended products with less mouse clicks. The keyword search engine can also benefit by ranking the search results based on the scores so as to improve the chance that the intended items are put on the first few pages of the search results.

**FUTURE EXTENSIONS**

**Personal Adaptation**

One major limitation of the proposed framework is that it assumes that user preferences can solely be determined based on their demographic information. In fact, two customers with identical demographic information can only be considered to have the same preferences up to a certain extent on the average. If more precise personalized recommendation service is to be provided, a deeper level of personalized adaptation will be needed. For example, one can further adapt the preference transformations and weighting transformations acquired after the first registration to suit the specific characteristics of the customer. One possible direction is to use relevance feedback, i.e., to modify the transformations based on the characteristics of the customers’ highly rated products in a weighted sum manner [9]. Currently, we are studying how to cast the problem under a Bayesian framework. Other open issues include:

- what kind of information should be acquired from the customer to support the personalized adaptation (e.g., customers’ ratings, click-streams, etc.),
- in what manner should they be acquired (explicitly or implicitly), and
- how the acquired information should be analyzed to represent the customer preference and combined with the existing transformation tables in an incremental and disciplined manner.

**Integration With Collaborative Methods**

The collaborative filtering technique is known to be an effective method for identifying like-minded customers solely based on customer ratings and has been used by a number of recommender systems. It will be interesting to see how the knowledge-based approach can take advantage of collaborative filtering to shorten it time in providing highly precise recommendations. One possibility that has been proposed in the literature is to compute ratings for features by aggregating ratings for products [10]. Then, the predicted preferences on different features, which will change as more ratings are provided, can be used as relevance feedback or additional evidence with the hope to further increase the precision of the recommender system. Other works along this direction have been reported in the literature, including [11, 12].
CONCLUSION

In this paper, we have demonstrated how customers’ stereotypical information can be used to provide customized recommendations using a knowledge-based approach and discussed several ways to further enhance its precision. Performance evaluation of the proposed system has not been conducted due to the lack of empirical data. We believe that the best way of evaluation is to apply it to the real market and we are currently identifying interested industrial parties for the evaluation study.

ENDNOTES

1 Whether a user is willing to provide their demographic information is related to the privacy issue, which is out of the scope of this paper. In general, the user has to sacrifice a certain degree of privacy in order to gain customized services.
2 There are many related on-line companies, e.g., IKEA.com, Maxwellfurniture.com, etc.
3 If the range of preference value is changed, the Pearson correlation or the cosine value between the vector \( p \) and the vector \( u \) weighted by \( w \) can be used.
4 For the creation of the question bank, we believe there exist different cognitive or psychological theories governing how the questions should be set to achieve objective user profile acquisition. However, related considerations are out of the scope of this paper.
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