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ABSTRACT
In recent years computer based instruction has become increasingly popular as a teaching tool. Research in this area questions the
reliability of such tools and their ability to transfer knowledge.  This introduces a need for proper evaluation methodologies of Multi-
Media education software, to be constructed to ensure that they are indeed achieving their purpose.  This paper looks at the traditionally
followed approaches in the evaluation of this type of software.  A demonstration is made of how evaluation can be achieved with the
participation of all those involved with using the system.  The paper also demonstrates the applicability of this technique to systems by
showing a case study of a Data Structures Tutorial Package (DAST).
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INTRODUCTION
Computer-based instruction provides educators with a powerful

technological tool to aid them in reaching their teaching objectives.
Recent advancements in multimedia made it possible to incorporate
sound and animation into the same presentation, clearly provide more
means for information transfer than classroom whiteboards and text-
books.  This tool may even aid in re-enforcing student learning as well
as overcoming traditional problems that commonly exist with the
traditional approaches.  However, many researchers including Beatte,
K. (1994), Reiser, R. and Kegelmann, H. (1994), believe that educa-
tional software must be evaluated to ensure its teaching benefits on the
learners before being approved for use. Questions such as �Do the
students like the software� and �Who�s using it?� are inadequate as a
measure of effectiveness. What is being emphasized is the most funda-
mental evaluative question: �What�s being learned by the students?� A
good evaluation must establish whether this type of representation is
able to overcome a particular learning problem, and then follows that
by a deeper search to investigate the nature of the learning experience
and its benefits to students.

The evaluation procedure proposed here emphasizes the partici-
pation of all parties involved in the evaluation process, such as, educa-
tors, technical experts, and the target learners.  Background informa-
tion is first collected about the package content and its technical
performance in addition to finding a method through which the effect
of the CBI on student�s learning outcome is measured. The collected
evaluation information then is analyzed in rigorous detail to deter-
mine the suitability of the CBI under analysis as a teaching medium.
The presented procedure is applied to evaluate a Data Structure Tuto-
rial Package (DAST) used to teach undergraduate students the con-
cepts related to the stack abstract data type.

TRADITIONAL EVALUATION PROCEDURE
A review carried out by Reiser et al. (1994) showed that in most

cases the people who take part in the evaluation were teachers that
had to go through the software similar to a student, and then fill out a
rating form by comparing the system to what would occur in a classical
classroom session.  Usually a wide variety of the CBI features are
reviewed including, content, technical characteristics, documentation,
instructional design, learning considerations, software objectives, and
the handling of social issues.  Only a small number of evaluators gath-
ered evidence to demonstrate the effectiveness of the CBI in teaching.
The authors concluded that organizations should incorporate students
as participants in the evaluation process, and that they should be
assessed on how much they learned as a result of using the software.
Beattie (1994) also suggested a number of evaluation techniques, some
of which are pilot testing, before/after testing, expert criticism, and

student questionnaires.  Tam, M., Wedd, S., and Mckerchar, M. (1997)
went one step further, when they proposed a three parts evaluation
procedure including peer review, student evaluation, pre- and post-
testing. On the other hand, some evaluators concentrated on the ef-
fectiveness of the use of particular media as opposed to another.  Pane
J., Corbett A., and John B. (1996), for example, examined the impact
of computer-based animations and simulations on student�s under-
standing in time-varying biological processes. They setup two student
groups based on prior test performance in the course to compare
computer based and paper based instruction, using as main measure for
comparison the pre- and post- test results. Further tests of the anima-
tion presentations was attempted by Byrne M., Catrambone R., and
Stasko J. (1999) who examined whether animations would help stu-
dents learn computer algorithms more effectively.  Their approach
was mainly based on pre and post testing the student groups participat-
ing in the experiments. If the last experiment had accents on effec-
tiveness, the one for Lawrence A., Badre A., and Stasko J. (1994)
concentrated on finding the difference in student performance in care-
fully selected pre and post tests including differentiating between de-
clarative and procedural questions.

Although the importance of evaluation as a vital player in any
instructional software is evident to all researchers, there do not exist
any guidelines through which such evaluations could take place.  An
example of a problem that may exist, is the series of experiments that
were aimed at testing the differences in instructional effectiveness of
the animation versus textual media.  These tests depended on provid-
ing a clear sequence of photographs to show the procedure while in the
animated versions, the animation was shown on a screen.  Jennifer
Freyd (1987) showed through a large number of experiments the basis
of what she called �representational momentum�.  This theory ex-
plains a natural tendency to treat any series of images, as equivalent to
an animation and vice versa.

Therefore, comparing the two media through tests of effec-
tiveness may not result in any desirable results because what is
estimated does not indicate the difference in �cognitive load� dur-
ing the learning process.  Students learning from these textbooks
may learn as effectively as the ones that learn through animation,
but end up with a smaller overall efficiency when their learning rate
is measured by time.   The techniques proposed here aim at setting
some ground rules through which the evaluation of Multi-Media
systems do not fall into these pitfalls.

CASE STUDY: EVALUATING DAST
The Data Structure Tutorial system (DAST) is a Multi-Media tutor-

ing system that was developed at the department of Computer Science in
the University of Bahrain.  The system aims at teaching and or re-
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enforcing the basic concepts of the Data Structures course by presenting
its content in a combined animated, and textual mediums simultaneously.
The aim of the evaluation procedure was to test the suitability of this CBI
in meeting its targets and for this the evaluation and analysis was done in
three main stages.  A pre-evaluation stage was to place participating
students in three groups and prepare the pre- and post- tests and the
evaluation survey. Implementing the evaluation procedure and data col-
lection followed.  The final stage was to analyze the data and determine
the effect of the tutorial system on the students� learning.

A Pre-Evaluation Step
The evaluation procedure must go in stages starting with the

development of the system itself and ending with the tests of how
effective it is in transferring the information to students.  This system
started out with a thorough analysis of the educational content, which
was done by peer review of the content and examples included in the
system.  Students were pre-tested to assess their levels in comparison
to each other with respect to their learning abilities and then separated
into three groups of 15 students by keeping the means of their test
grades equal. The aim of this step is to allow an even distribution of
students in the groups based on their learning abilities. Without this
test, it is quite possible that by accident, a group exposed to a particular
condition may have students who are sharper and more capable of
learning than another group.  Therefore, this step was essential to
isolate the variable of student ability from the comparison table.

Two tests were then prepared composed of seven and eight ques-
tions to be exact where one of the questions in the first test was broken
up into two in the second.  The questions were carefully written to
ensure that each question on the first test mapped exactly onto one or
more on the second test to allow for comparisons on a question-to-
question basis to check for differences in students levels within par-
ticular domains.  Byrne et al. (1999) for example found that the use of
interact ional animation improved student responses to procedural
questions, while Lawrence et al. (1994) made similar findings simply
through interactive laboratory sessions.

An example of the mapping implemented in this particular case
can be seen in these two questions: �List and explain the data variables
that are associated with the stack and needed to operate on it?� and
�List the data variables and operations associated with the stack?�
The first would appear as question number 4 on the first day, and the
second would appear as question number 3 on the second day.  A sample
diagram of the mapping is as shown in figure 1.

In addition to these tests an evaluation questionnaire was pre-
pared to allow students to highlight any weak or strong areas they
found while interacting with it.  In a sense, this would allow students to
take an active role in the evaluation process and describe their point of
view.  Caffarella (1987) proposed some guidelines for such an evalua-
tion form and these have been adopted in the form presented here.
Most questions require subjective judgment to the effectiveness of the

Figure 1: A sample mapping of the questions between the post-test
and the pre-test

Figure 2: The evaluation procedure

CBI program and how capable it is in meeting its education goals;
including questions about program goals, content, audience, instruc-
tional strategies, design, appropriateness, etc.  The aim of this step is
to complement the objective results of testing student performance on
the pre and post evaluation tests.

Implementation of the Evaluation Procedure
The evaluation procedure concentrated on testing all possible

conditions, which implied that students had to be tested if they used
the system only, attended the classroom session only or attended the
classroom followed by the system.  The first two conditions would test
for the differences in the effectiveness of teaching in a classroom
versus through a Multi-Media system.  The third condition would then
be compared to the two above by showing if the system provides any
re-enforcement to the learning level attained after a regular classroom
and if so how much re-enforcement resulted.  In general the technique
followed is shown in Figure 2.

Table 1: Total student scores in pre and post tests

The three groups followed the paths shown.  Note that the varia-
tion between the two tests allows them to be directly mapped onto
each other without any serious problems.  They were, however, re-
worded to reduce the chances of students remembering the answers of
the first test.  Therefore, the only factor of difference was the time
duration between the two types of presentation of material and the use
of the system versus the classroom lecture.  Students were allowed to
take their time during a lab session that usually takes approximately
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two hours of which they took at most the period shown of 1.5 hrs.
Additionally, steps 1 and 2 of the evaluation procedure took place on
day one and steps 3,4 and 5 took place on the following day.  To allow
students to rest following the classroom lecture and to allow them to
forget the questions they were asked in the first test.  Students were not
informed that they would be retested on the following day, so they
were unaware of the events of the following day and had no reason to
wish to retain any information concerning the first test.  Evaluation
questions were asked to experts who have previously taught the course,
as well as to students who were subject to this experiment.

Analysis of the Results
 In order to avoid falling into the pitfalls of previous systems a

thorough analysis of the results was carried out with respect to all the
data that was collected.  The student marks in the two tests that were
given were analyzed using the Analysis of Variance (ANOVA) test.
This test allow one to test the difference between the means by placing
all the data into one number, which is F, and returning as a result one p
for the null hypothesis. It will also compare the variability that is
observed between conditions, to the variability observed within each
condition. The static F is obtained as a ratio of two estimates of the
students� variances. If the ratio is sufficiently larger than 1, the ob-
served differences among the obtained means are described as being
statistically significant. The term of null hypothesis represents an
investigation done between samples of the groups and with the aim
that learning was not a product of the treatment. In order to conduct
a significance test, it is necessary to know the sampling distribution of
F given that the significance level needed to investigate the null hy-
pothesis. It must also be mentioned that the range of variation of
averages is given by the standard deviation of the estimated means.
Student scores and the Standard Deviation (SD) according to their
groups were as shown in table 1.

The aim of this data is to arrive at some measure of the effective-
ness of this system without falling into the temptation of comparing
the effects of the different media with each other.  Therefore, the
benchmark used here and is proposed in general is to compare this type
of CBI with a regular classroom lecture.  The ANOVA tests did indeed
show that there is a significant improvement in Group Two between
the first test that was taken after the lecture and the second test that
was taken after using the system.  However, this was not sufficient to
be able to pinpoint the strengths of the system.

Therefore, a more detailed analysis was done of the student per-
formance in the individual questions of test one and test two.  Since the
questions were mapped onto each other by design as is shown in Figure
1, it was easy to identify significant changes in student grades in a
particular question types in the students of group two who responded
to similar questions before and after the use of the system.  An ex-
ample is a highly significant improvement with F=58 and p<.000 was
observed in the question �Using an example, explain the stack concept
and its possible use?�  Which is an indication that the use of the system
did strongly impact the student understanding of the concept of a
�stack� in a functional manner.  Another advantage for mapping the
questions as was done is the ability to compare between subjects in
groups one and three who either attended the lecture only or used the
system only.  Oddly enough, the same question comes up again only
this time with favor towards the classroom only case and with an
F=5.02 and p <.03.  This raises a serious question that would not be
raised if not for the evaluation design assumed here.  The question is;
if the system did worse than classroom lecture in that particular ques-
tion, then how can they so strongly re-enforce the understanding of
the concept following the classroom lecture.

Another point of view is to examine the scores by using the total
average, which is 10.639, therefore approximating the border-line
becomes 10.5 and the rest of the scores will be divided around this line.
It is to be noticed that the scores of the third group were not so high,
but most of them were over the average and comparing with the
second group, shows the results are close even if the third group took
only the CBI package while group two had both lecture and CBI pack-

age learning. It also underlines how much the second group improved their
test results after taking the CBI and in the same time showing that the first
group had not improved much only with the lecture learning.  Alkhalifa
(2001) showed through two experiments that the difference in error
levels between students who are exposed to a logical task may signifi-
cantly differ whether the task is a �moving� system or a stationary one.
Without the use of this particular statistic, the advantages of having
animation in this multi-media system would not fully be assessed.

These results seem to indicate that the use of the system may intro-
duce a �limiting� effect that follows the initial introduction to the con-
cepts Albalooshi and Alkhalifa (2001).  Classroom lectures introduce
students to the concepts allowing them all the freedom to select all types
of applications, which is in some ways overwhelming.  The use of the
system, on the other hand, produces a safe haven to test their ideas and
strongly pursue the examples they can imagine.  It goes without saying
that such a conclusion would have been impossible to reach if the ques-
tions were not purposely set in the shown mapped fashion.

Incorporating Student Opinion
Students of groups two and three who were exposed to the sys-

tem, were asked to fill in an evaluation form composed of a series of
questions as proposed by Caffarella (1987).  The questions were bro-
ken up into several main sections with two to three questions in each.
These include;
1. Program goals:- This includes questions to see if students understood

the aim of the CBI.
2. Program content: - This includes one question requesting students to

judge if the CBI is in line with the University taught materials.
3. Audience for the CBI Program: - This section includes four questions

about the suitability of the CBI to this particular group.
4. Instructional Strategies: - This section includes two questions about

the suitability of the CBI�s approach to teaching and if it can be
stopped at any time.

5. Program Design: - This section has six question about feedback,
speed of presentation, user control, the use of graphics, sound, etc
and readability issues.

6. Appropriate Use of Computers: - Two questions here ask students if
this application is appropriate to be presented on a computer and if
it takes advantage of the interactivity offered by computers.

7. Program Techniques: - This section has four questions that ask about
issues related to software execution including the clarity of direc-
tions and programming errors if any.

8. Cost/Benefit Analysis: - Two questions ask about the required time a
student needs to use this system and if it is worth the investment.

9. Overall Evaluation: - Questions concerning listing the software�s
strengths; weaknesses; the user�s overall evaluation on a scale; and
whether they believe the University should adopt it.

With respect to the DAST system, students in general gave
ratings, of around 4 to 5 on a scale that went 0 to 6 with the highest
for �The use of graphics, sound, and color contributes to the
student�s achievement of the objectives� and �The user can control
the sequence of topics within the CBI program.� The lowest score
was 3.559 for �The level of difficulty is appropriate for you�.
Therefore, it seems that the students in general enjoyed learning
through the system although they found the level of difficulty of
the concepts presented challenging.

In addition, to all this, three peer experts filled in evaluations
forms to rate the system from an instructor�s point of view and they
gave the system an average rating of 5.33 on the same scale of 0 to 6.

CONCLUSION
It goes without saying that software evaluation is critical to any

educator and when the concerns about the effectiveness of the evalu-
ation procedures grow as cognitive researches pinpoints inadequacies
in presumptions one has to turn to an �overall view� of the system.
Although the DAST system presented has both an animation module,
as well as a textual module within the same framework, the individual
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testing of each seemed fruitless.  Past studies found the two to be
equivalent Lawrence et al. (1994) and Byrne et al. (1999) because
their methods of evaluation concentrated on comparing the two media
with respect to performance.  Freyd (1987) showed through several
experiments that a comparison of this type is fruitless because the
human mind seemed to cognitively interpret one form into another.
However, this does not inform us of anything concerning the cogni-
tive load on memory and whether it enhances learning to use one or
the other. This implies that separating the media in testing is not
informative at all when evaluating a CBI as a whole because results can
be misleading.  On the other hand, we have shown here that when all
the types of different media are presumed to be one united system, and
evaluating it from an instructor�s, a student�s, as well as a performance
perspective results are much clearer.  The framework used for this
evaluation was clearly presented showing why the mapping of pre- and
post- test questions is essential to the success of this procedure.  An-
other point worth mentioning is the equal distribution of questions
between procedural and declarative with the addition of a conceptual
question that combines both.  These tools allowed a deeper analysis of
the system that gave interesting insights into the points of the strength
of the CBI.  It is these little surprises that everyone seeks when evalu-
ating the abilities of CBI programs to help guide future designs.
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