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ABSTRACT
Data quality has a substantial impact on the quality of the results of a Knowledge Discovery from Data (KDD) effort. The poor quality
of real-world data, as contained in many large data repositories, poses a serious threat to the future adoption of this new technology.
Unfortunately, data quality assessment and improvement are often ignored in many KDD efforts, leading to disappointing results.

This paper discusses the use of data mining and data generation techniques, including feature selection, case selection and outlier
detection, to assess and improve the quality of the data. In this approach, redundant low quality data are removed from the data
repository and new high quality data patterns are dynamically added to the data set. We also point out that data capturing is part of the
social practices of office work, and this fact must be taken into account in designing the data capturing processes.

1. INTRODUCTION
KDD is an exciting new technology that can be effectively

used to obtain previously unknown patterns from large data re-
positories. However, experience shows that the quality of data in
many real-world data repositories is unacceptably poor. Accord-
ing to Redman (1996), error rates of 1-5% are typical, with an
estimated immediate cost of about 10% of revenue. These costs are
amplified when poor data quality leads to the failure of KDD
projects.

Poor data quality significantly impacts the application of
the KDD process and the quality of the final results thereof. That
is, large portions of data, which may contain important knowledge
regarding the problem domain, may have to be discarded prior to
data mining. The removal of substantial amounts of data may cause
data mining tools to fail to find accurate and general concept de-
scriptions. For example, our recent KDD efforts regarding the
investigation of traffic accident reports, showed that the quality of
the original data was so poor that the application of the discovery
techniques could not be completed successfully without initiating
new data capturing policies [Nel and Viktor, 1999]. The vast amount
of available data could thus not alleviate the effect of poor data
capturing and preprocessing.

Unfortunately, the importance of assuring high quality data
is often understated [Weiss and Indurkhya, 1998]. Also, the im-
plicit assumption that the data to be mined does in fact relate to the
organization from which it was drawn and thus reflects the organi-
zational processes, is often not tested [Pyla, 1999].

This paper proposes the use of data mining tools and data
generation procedures to assess and improve the quality of organi-
zational data. In this approach, data mining tools are used to iden-
tify low quality data. The resultant reduced data set is then used to
generate new high quality data instances for subsequent data min-
ing. In addition, we also emphasize the need for improved data
capturing procedures.

The paper is organized as follows. Section 2 introduces the
KDD process and discusses the impact of data quality on the final
results of KDD. Section 3 presents methods to improve the qual-
ity of the data through the use of data mining techniques. Finally,
Section 4 concludes the paper.

2. DATA QUALITY AND THE KDD PROCESS
The KDD process consists of three main stages, as shown in

Figure 1. Data preprocessing involves the evaluation of the data to
determine its appropriateness for the KDD project [Pyla, 1999].
Data preprocessing concerns the selection, evaluation, cleaning,
enrichment and transformation of the data [Adriaans and Zantinge,
1997; Han and Kamber, 2000; Pyla, 1999]. The actual knowledge
discovery stage in called data mining. Here, one or more tech-
niques, such as decision trees or neural networks, are used to dis-
cover knowledge from the data. Finally, the reporting stage con-
cerns the presentation of the results by means of a graphical user
interface (GUI).

It can be argued that the results of the KDD process reflect
the memory of the organization that is being investigated [Robey,
et al, 1995]. That is, data are explored to discover knowledge about
the organization, and ultimately, the world [Pyle, 1999]. Impor-
tantly, the KDD results can be viewed as a reflection of the quality
of the data capturing and preprocessing processes.  An under-
standing of the processes that are used to capture, generate, use
and store the data are therefore essential to ensure data quality
[Matheiu and Khalil, 1998] and to ensure the meaningfulness of
the KDD process.
A survey conducted by Cykana et al (1996) lists the main causes
of poor data quality according to four primary problem areas.
These are process problems, systems problems, policy and
procedure problems and data design problems. These problem
areas are clearly also dependent on the social (work) practices
that is followed in organizations and that are involved during
data capturing in organizations.  The way work is perceived (in
the social sense) will determine the way information systems
(and thus the associated capturing of data) is designed [Jones
1995; Käkölä, 1995; Pentland, 1995].

The fact that work (and thus data capturing) primarily is a
social process is often ignored when information systems are de-
signed.  Systems are often approached mechanistically, that is, as a
mere automation of current processes and procedures from the
viewpoint of the systems designer.  In this way the designed im-
poses his or her value system (eg. the way work should be done,
and the order in which it should be done) on the data capturer [Du
Plooy, 1998].  This may not be appropriate to the way the data
capturer works or would like to work.  It has been acknowledged
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Figure 1: The KDD process (Adapted from [Han and Kamber,
2000])

that systems developers who are to design the data capturing tech-
niques are not equipped (in the sense of the tools they use or the
training they receive) to deal with the social processes intrinsic to
information systems development [Hirschheim and Newman,
1991].

Rethinking the organization’s approach to information sys-
tem design may counter claims that office work in the information
era often reflects Tayloristic work designs, focusing on the
individual’s task productivity to the exclusion of the social content
of the work [Lyytinen and Ngwenyama, 1992; Fitzgerald and
Murphy, 1994]. Mechanistic automation may result in increased
control, but it also affects the autonomy of workers and
depersonalises work.  The effect of this may be that data capturing
is done by rote, following the dictates of the system and thus
resulting in erroneous and redundant data since the data capturers
have no real interest in what they are doing.

The identification of specific problem areas, through the use
of data mining tools, can improve the data capturing processes and
thus facilitate organizational learning. The next section examines
the use of data mining approaches that can be used to identify poor
quality data and the problem areas that caused the creation thereof.
The section also discusses how, after the removal of redundancies
from the data repository, new high quality data can be generated.

1. DATA QUALITY THROUGH DATA MINING AND
DATA GENERATION

Feature selection concerns the selection of those attributes
that are deemed important to describe the data repository. That is,
a subset of the features that are considered to be critical in order to
adequately describe the data set is selected. Feature selection ap-
proaches include statistical analysis, sensitivity analysis and the
use of data mining tools such as decision trees or rule induction
algorithms to obtain the important features [Han and Kamber,
2000].

Many real-world data sets contain a number of features that are
unimportant. When considering a tuberculosis data set containing
345 features, only seven of them were of importance [Viktor, et al,
1997]. In another data mining effort, approximately ten of the
4000 features considered when describing small business loans
were actually important [Weiss and Indurkhya, 1998]. The presence
of a large amount of redundant data, as identified during feature
selection, shows that the data capturing processes are not adequately
focused. Rather, the data repository acts as a “data morgue” in
which all features, relevant or not, are placed. Storing data in a
haphazard and unfocused manner may therefore also have a serious
detrimental affect of the usability of this part of the organization’s
memory.  This implies that the organization should rethink the
validity of the data that are captured, thus streamlining their
operational processes. For example, a traffic accident report should
not blindly be streamlined by removing redundant features that are
normally discarded by the traffic officers. Rather, the traffic accident
and road condition expertise of, for example, construction engineers,
rally drivers and medical personal should be used to update the
report. This ‘rethinking’ could well start by examining the manner
in which information systems design is approached.  If systems
are designed in a mechanistic manner, data will also be captured
mechanistically, thus robbing the ‘data capturer’ of the opportunity
to remove the redundancy and enhancing the validity.

Case or instance selection is used to eliminate redundant
instances from the data repository, mainly to limit the size require-
ments to store data in memory [Brodley and Friedl, 1996; Cherkauer
and Shavlik; 1996]. This approach has also been used to reduce
decision tree size, thus improving human comprehensibility [Sebban
and Nock, 2000]. The existence of a large number of redundant and
irrelevant instances again indicates that the data repository has not
been fine-tuned for data mining and hints to possible organiza-
tional problems that may result in poor quality data. The removal
of the appropriate poor quality instances from the repository not
only improve the quality of the data set, but may be subsequently
used when questioning the appropriateness of the data sources and
data capturing processes.

Outlier detection highlights surprises in the data, that is data
instances that do not comply with the general behavior or model of
the data [Han and Kamber 2000]. An outlier is a single, or very low
frequency, occurrence of a value of a variable that is far away from
the majority of the values of the variable [Pyla, 1999]. Outliers are
detected using statistical tests or data mining tools such as the
nearest neighbor algorithms.

Most data mining methods and practitioners discard outliers
as noise or exceptions [Pyla, 1999]. However, from a data quality
perspective, the rare event can be more interesting that the regu-
larly occurring patterns. That is, outlier detection is especially
useful to assess the quality of the data, since it may indicate that
the organizational processes and subsequent assumption may be
wrongfully made.  The detection of many diverse outliers often
indicates the presence of problems within one or more of the four
areas identified in Section 2, leading to poor data capturing pro-
cesses.

Data generation utilizes the results of feature selection, case
selection and outlier detection to produce new data. Here, the data
selection approaches produces a reduced data set that contains
high quality data that has been shown to be of importance to
adequately describe the problem domain. This data set may thus
substantially reduce the large data repository to a small set of
usable data to be used for data mining. However, experience has
shown that many data mining tools have difficulty to generalize
well if the number of instances is few. This is especially evident in
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difficult to learn domains. Data generation addresses this problem
through the automating generation of new instances that are based
on the high quality data, as contained in the reduced data set iden-
tified earlier [Viktor, 2000]. The application of this approach to a
real-world repository concerning a Human Resources data ware-
house, showed that data generation can be used to generate suffi-
cient data for effective data mining, even in domains where the
initial data quality was poor [Viktor and Arndt, 2000].

Note that the above-mentioned data mining and data genera-
tion processes should be executed with the active participation of
the members of the organization and the subsequent adaptation of
the organizational processes, where appropriate. In this way, the
problem areas can be identified and be rectified as far as possible. If
this is not done, KDD may fall into the selfsame trap as informa-
tion systems design in general, namely, approach the discovery of
data mechanistically in the firm belief that the technology alone can
take care of things [Postman, 1993].

2. CONCLUSION
According to Matheiu and Khalil (1998), the improvement

of the quality of data in an organization is often a daunting task.
This is especially evident in KDD projects, which are often initi-
ated “after the fact”. However, it is the opinion of the authors that
the assessment and improvement of data quality during KDD can
positively influence the organizational processes, highlight prob-
lem areas and facilitate organizational learning. This however, is
dependent on heading the injunction that information systems de-
sign, and thus the design of data capturing processes, is approached
less mechanistically and by taking the social context of the work of
data capturing into account.

This paper concerned the use of data mining techniques,
namely feature and case selection and outlier detection, to assess
and improve the quality of the data. Also, the use of automatic data
generation, in order to improve the quality of the data, was dis-
cussed. In addition, it was pointed out how ignoring the social side
of data capturing may influence the quality of the data.  These
methods can be effectively used to with inconsistent, noisy and
incomplete data that are commonplace in large, real-world data
repositories.
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