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ABSTRACT

In this paper we describe a structured method for developing a conceptual data model by starting from a functional model expressed in a natural language. We have used the Conceptual Dependency theory for mapping natural language descriptions to conceptual dependency diagrams. We have developed algorithms to convert these conceptual dependency diagrams into unit conceptual dependency tables, which are then merged to represent the whole context of the application. We also show how transactional requirements can be incorporated into the unit conceptual dependency table, and subsequently convert the unit conceptual dependency table into a corresponding conceptual model.

1 INTRODUCTION

The process of designing a database for an enterprise can be divided into conceptual, logical, and physical design phases [14]. The conceptual design phase consists of two steps: view modeling, and view integration. In the view-modeling phase, each user group analyzes its data requirements and expresses them in terms of a local conceptual schema. In the view integration phase, these independently developed views are integrated into an overall enterprise-wide schema.

There are many methods for determining user requirements: interviewing users, studying existing environments, and analyzing functional specifications of the system [26]. In all of these cases, descriptions in natural languages are common and abundant. Interviews are held in natural languages and transcribed in natural language reports, existing environments can be described in natural language descriptions, and functional specifications have natural language definitions and glossary of terms. Developing the conceptual model involves identifying the various data elements from natural language descriptions, and determining their inter-relationships [17,18,20,22]. No systematic method has been suggested in the literature to identify missing pieces of information in the description of user requirements.

In this paper we develop a methodology for designing the conceptual model starting from a functional model expressed in natural language sentences, using the design specification from [17,18,20,22]. We applied the theory of Conceptual Dependencies, developed by Schank [28,27] to interpret natural language expressions. The theory of conceptual dependencies provides a method for developing conceptual representations of natural language sentences and has primarily been used for developing natural language understanding and generating systems. The methodology we describe identifies data elements from the functional model expressed as natural language description, locate missing pieces of information, combine the individual data elements into an overall conceptual schema, and establish object granularity in the data model.

2 METHODOLOGY

In this section we describe the methodology of developing the conceptual schema from natural language specification of functional requirements. We first describe the target conceptual schema to be developed, next we describe the theory of conceptual dependencies, lastly we describe the steps necessary to develop the conceptual schema from the conceptual dependency diagrams (CD).

2.1 Steps to develop conceptual schema from conceptual dependency diagrams

Developing the conceptual schema from conceptual dependency diagrams consists of four steps. Each of these steps is described briefly below.

· Step 1: The first step in our method is to develop conceptual dependency diagrams from natural language specifications. This step is not shown here for space limitations, but is described in [3].

· Step 2: The CDs developed from Step 1 are then decomposed into unit CDs (UCD) where each UCD is made up of an arc and its associated nodes. Each UCD is represented as a tuple in a table (referred to as a UCT). Thus, for each primitive activity there are four UCTs, corresponding to the four arcs associated with it. The algorithm for developing a UCT from a given CD is described in 2.1.1.

· Step 3: The next step is integration or merging of the UCTs. The UCTs corresponding to the arcs of a primitive activity are merged to form that of the primitive activity. Those corresponding to primitive activities are merged to form the UCTs of higher level activities. Since the activities in many functional models are arranged in a hierarchical manner, by successive integration of the UCTs of the child activities, we obtain those of the parent activities. This continues until the UCT corresponding to the root level activity is obtained. An algorithm for integrating UCTs is presented in Section 2.1.2. The UCT is freed from redundancies by merging equivalent concepts. Rules for establishing equivalence among concepts are discussed in Section 2.1.2.

· Step 4: At this point, we convert the UCT to an equivalent ER diagram, which gives us the conceptual model for the entire application. Note that this conversion can be done at any intermediate level as well. Thus, an activity view (ER diagram corresponding to an activity) can be obtained by converting the UCT of that activity to the equivalent ERD. An algorithm for converting a UCT into an ER diagram is presented in Section 2.1.3.
ology: developing a Unit Conceptual Dependency Table (UCT) from a number of input CDs. In order to merge the CDs corresponding to each arc of the activities in the functional model, we represent each CD in a canonical form, called a Unit CD Table (UCT). A UCT is a table where each tuple represent a Unit CD.

**Definition 2.1.1.1** A Unit CD (UCD) is a CD consisting of an arc and its associated nodes.

**Definition 2.1.1.2** A UCT is the canonical form of a set of UCDs represented as a 4-tuple <Arc Type, Node1, Node2> if the arc in the UCD is binary, and a 5-tuple <Arc Type, Node1, Node2, Node3> if the arc in the UCD is a ternary arc.

We divide a CD into two parts: nodes and arcs. A node is a concept in the conceptual dependency theory [27,28]. Thus, PPs, ACTs, PAs, and AAs represent nodes. Arcs include the conceptual dependencies, conceptual cases, and conceptual relations discussed in section 2.2. In order to facilitate our discussion, we classify the various types of arcs described in the CD theory as follows:

1. **Binary Arc**: A binary arc connects two concepts, or two conceptualizations. We distinguish among the following types of binary arcs.
   - **A-arc**: Is a binary arc that connects a PP with a PA, or an ACT with an AA.
   - **C-arc**: Is a binary arc that connects two conceptualizations, such that one is causing the other.
   - **Cl-arc**: Is a binary arc that connects a conceptualization with a PP, such that the PP specifies the location of the conceptualization.
   - **Ct-arc**: Is a binary arc that connects a conceptualization with a PP, such that the PP specifies the time of occurrence of the conceptualization.
   - **I-arc**: Is a binary arc that connects a PP with an M-arc (see below). We notice that in the case of the I-arc, one of the nodes of the arc is itself an arc.
   - **M-arc**: Is a binary arc that connects a PP with an ACT.
   - **L-arc**: Is a binary arc connecting two PPs such that there is a locational dependency between the two PPs.
   - **O-arc**: Is a binary arc connecting a PP with an ACT such that the PP is an objective case of the ACT.
   - **P-arc**: Is a binary arc connecting two PPs such that there is a possessive dependency between the two PPs.
2. **Ternary arc**: Is one that connects three concepts. Examples of ternary arcs are those used in the directive and recipient cases (see discussion in Section 2.2). The State-change arc is also a ternary arc. We distinguish among the following types of ternary arcs.
   - **D-arc**: Is a ternary arc joining two directive PPs with an objective PP.
   - **R-arc**: Is a ternary arc joining the source, recipient, and objective PPs.
   - **S-arc**: Is a ternary arc that describes the state change of a PP, and connects the PP to its initial and final states.

The various arc types, graphical representation, and their description in the CD theory are listed in Figure 1. In order to represent a CD in its canonical form, we first decompose the CD into units CDs. Each of these unit CDs are then represented as a tuple of a UCT.

Now we describe how to derive a unit conceptual table from a conceptual dependency diagram (CD). We first describe the procedure algorithmically and then illustrate the algorithm with an example.

**Algorithm 2.1.1**: decomposing conceptual dependency diagrams

**Input**: A CD.

**Output**: UCT

**Procedure**:

begin
   1. For each C-arc in the CD:
      a. Detach the nodes (from the CD) that were connected by the arc.
      b. Repeat Step a to the (sub) CDs that evolve from the previous step, until no C-arc exists.
   2. Eliminate all I-arcs.
   3. Represent all Cl-arcs as binary arcs, attaching the ACT with the PP indicating the location of the ACT.
   4. For all Ct-arcs, represent the PP indicating the time of occurrence as the AA of the ACT.
   5. A Ct-arc represents the time of occurrence of an ACT, which is a modifier of the ACT.
   6. For each arc in the CDs obtained from the previous steps:
      a. Identify the nodes connected by the arc.
      b. Detach the arc and its associated nodes from the CD.
      c. Construct a corresponding tuple in the UCT.
end

**Figure 1**: Classification of Arc Types

<table>
<thead>
<tr>
<th>Arc</th>
<th>Type</th>
<th>Node1</th>
<th>Node2</th>
<th>Node3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a1)</td>
<td>M</td>
<td>PRODUCE</td>
<td>Employee</td>
<td></td>
</tr>
<tr>
<td>(a2)</td>
<td>M</td>
<td>OPERATE</td>
<td>Employee</td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>S</td>
<td>Machine</td>
<td>temp=x</td>
<td>temp=x+t</td>
</tr>
<tr>
<td>(d1)</td>
<td>O</td>
<td>PRODUCE</td>
<td>Product</td>
<td></td>
</tr>
<tr>
<td>(d2)</td>
<td>O</td>
<td>OPERATE</td>
<td>Machine</td>
<td></td>
</tr>
<tr>
<td>(e)</td>
<td>D</td>
<td>Product</td>
<td>Shop-floor</td>
<td>FG inventory</td>
</tr>
<tr>
<td>(f)</td>
<td>R</td>
<td>Raw material</td>
<td>Employee</td>
<td>Vendor</td>
</tr>
</tbody>
</table>

Table 1. An example Unit CD
2.1.2 Merging Unit Conceptual Dependency Tables
This Section addresses Step 3 of our proposed methodology. The UCTs obtained from the previous step are merged into an integrated UCT. This step is repeatedly applied to the UCTs corresponding to the arcs and lower level activities to obtain that corresponding to higher-level activities. When merging two or more UCTs we need to compare concepts and establish equivalence. This is accomplished by applying the following rules. The equivalence rules have been adapted from [33].

**Rules 2.1.2.1: Merging PPs**
1. If two PPs A and B have the same domain then they are equivalent.
2. If two PPs A and B have different domains, then
   a. If the domain of B contains the domain of A, then add a containment dependency (the default relationship being ISA) between them. Also, all attributes of B are inherited by A.
   b. If the domains of A and B are overlapping, then create a third PP, AB, such that the domain of AB is the union of those of A and B, and the attributes of AB are the intersection of the attributes of A and B. Add two containment dependencies: between AB and A, and between AB and B.
   c. If the domains of A and B are disjoint and they have no common attributes, then they are kept separately. If A and B have some common attributes, they can be merged using the rules for merging PPs with overlapping domains, or kept separate, depending on the object granularity intended for the database. As an example, if A is machine operator and B is sales manager, then since A and B have common attributes (that any employee may have), a third PP Employee can be created, since the domain of Employee is the union of those of machine operator and sales manager.

**Rules 2.1.2.2: Merging ACTs**
1. Two ACTs connecting equivalent concepts are equivalent if they have only nonclashing attributes.
   **Definition:** A nonclashing attribute is one that can be present in both ACTs.
2. If the concepts connected by two ACTs are not equivalent, the conflicting nodes are resolved using the rules for merging PPs.
3. If the conflicting nodes are resolved to be equivalent, then test the ACTs for equivalence using rule 1 for merging ACTs.
4. If the conflicting nodes are generalized to a higher class, then replace the PPs of the ACT with the new generalized class, and apply rule 1 for testing the equivalence of the ACTs. As an example, let the ACT be “register”, and the connected PPs are “undergraduate-student” and “course” in one case, and “graduate-student” and “course” in the other. If the object granularity is to be maintained at the level of “student”, then the two ACTs can be merged into one, with the PPs “student” and “course” connected by it. Note that two specialization edges can be created between the PP “student” and the PPs “undergraduate-student” and graduate-student”.

**Algorithm 2.1.2: CD Merging**

**Input:** Two UCTs \( T_1, T_2 \).

**Output:** A new UCT, resulting from the merger of the UCTs contained in \( T_1 \) and \( T_2 \).  

**Procedure:**

\[
\text{begin} \\
\text{for each row } i \text{ in } T_1 \\
\text{for each row } j \text{ in } T_2 \\
\begin{align*}
\text{a. For each node } k, \text{ node } l \text{ such that } k \in i \text{ and } l \in j \\
\text{b. if node } k, \text{ node } l \text{ are both PPs, then compare them using rules 2.1.2.1} \\
\text{c. else if node } k, \text{ node } l \text{ are both ACTs, then compare them using rules 2.1.2.2} \\
\text{d. If for all nodes in row } i \text{ there is an equivalent node in row } j \text{ and vice versa then merge them into one} \\
\text{e. Else append row } i \text{ to } T_3 \\
\text{End if} \\
\text{End for} \\
\text{End for} \\
\text{end}
\]  

**EXAMPLE**
We use table 1 and 2 to illustrate algorithm 2.3.2. The PPs “Filling line” and “Machine” are merged to “Machine”, and “Raw material” and “Material” merged to “Material”. No row in table 1 is equivalent to any row in table 2, so we append the rows of table 1 to table 2. The output is shown in table 3.

<table>
<thead>
<tr>
<th>Arc</th>
<th>Type</th>
<th>Node1</th>
<th>Node2</th>
<th>Node3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>M</td>
<td>MOVE</td>
<td>Employee</td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>O</td>
<td>MOVE</td>
<td>Material</td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>D</td>
<td>Material</td>
<td>Machine</td>
<td>Inventory</td>
</tr>
<tr>
<td>(a1)</td>
<td>M</td>
<td>Produce</td>
<td>Employee</td>
<td></td>
</tr>
<tr>
<td>(a2)</td>
<td>M</td>
<td>OPERATE</td>
<td>Employee</td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>S</td>
<td>Machine</td>
<td>temp=x</td>
<td>temp=x+t</td>
</tr>
<tr>
<td>(d1)</td>
<td>O</td>
<td>PRODUCE</td>
<td>Product</td>
<td></td>
</tr>
<tr>
<td>(d2)</td>
<td>O</td>
<td>OPERATE</td>
<td>Machine</td>
<td></td>
</tr>
<tr>
<td>(e)</td>
<td>D</td>
<td>Product</td>
<td>Shop-floor</td>
<td>FG inventory</td>
</tr>
<tr>
<td>(f)</td>
<td>R</td>
<td>Material</td>
<td>Employee</td>
<td>Vendor</td>
</tr>
</tbody>
</table>

Table 2. Unit conceptual dependency table

<table>
<thead>
<tr>
<th>Arc</th>
<th>Type</th>
<th>Node1</th>
<th>Node2</th>
<th>Node3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>M</td>
<td>MOVE</td>
<td>Employee</td>
<td></td>
</tr>
<tr>
<td>(b)</td>
<td>O</td>
<td>MOVE</td>
<td>Material</td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>D</td>
<td>Material</td>
<td>Machine</td>
<td>Inventory</td>
</tr>
<tr>
<td>(a1)</td>
<td>M</td>
<td>Produce</td>
<td>Employee</td>
<td></td>
</tr>
<tr>
<td>(a2)</td>
<td>M</td>
<td>OPERATE</td>
<td>Employee</td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td>S</td>
<td>Machine</td>
<td>temp=x</td>
<td>temp=x+t</td>
</tr>
<tr>
<td>(d1)</td>
<td>O</td>
<td>PRODUCE</td>
<td>Product</td>
<td></td>
</tr>
<tr>
<td>(d2)</td>
<td>O</td>
<td>OPERATE</td>
<td>Machine</td>
<td></td>
</tr>
<tr>
<td>(e)</td>
<td>D</td>
<td>Product</td>
<td>Shop-floor</td>
<td>FG inventory</td>
</tr>
<tr>
<td>(f)</td>
<td>R</td>
<td>Material</td>
<td>Employee</td>
<td>Vendor</td>
</tr>
</tbody>
</table>

Table 3. Merged table

2.1.3 Conversion of a Unit Conceptual Dependency Table to the Conceptual Schema
This Section addresses Step 4 of our proposed methodology. As in the previous sections, we first describe the algorithm and then illustrate it with an example.

**Algorithm 2.1.3: Converting a UCT to a conceptual schema**

**Input:** A UCT.

**Output:** An ER diagram corresponding to the UCT.

**Procedure:**

\[
\text{begin} \\
\text{for each row in the UCT:} \\
\begin{align*}
\text{1. If the node is a PP, represent it as an entity} \\
\text{2. If the node is an ACT, represent it as a relationship} \\
\text{3. If the node is a PA or an AA, represent it as an attribute} \\
\text{4. If the arc-type is A, represent the dependent concept as an attribute of the governor concept} \\
\text{5. If the arc-type is D, then there are four associated PPs:}
\end{align*}
\]
source, destination, object, and actor.

a. If $S_{pi}, p_{j}, p_{k} | (p_{i}, p_{j} \circ p_{k})$, where $p_{i}, p_{j}, p_{k}$ are the four associated PPs and $i \neq j \neq k \neq l$, then create a 4-way relationship, connecting the four PPs by the ACT.

b. If the above condition cannot be met, then if $S_{pi}, p_{j} | (p_{i}, p_{j} \circ p_{l})$, where $p_{i}, p_{j}, p_{l}$ are any of the three PPs object, source, and destination, and $i \neq j \neq k \neq l$, then create a 3-way relationship, connecting the three PPs by the ACT. The actor is connected by a binary relationship with the object.

c. If the above conditions are not satisfied, then create three binary relationships: (actor, object), (object, source), (object, destination).

End if

6. If the arc-type is R (or Cl), then there are three associated PPs: sender, recipient, object (actor, object, location).

a. If exists $S_{pi}, p_{j} | (p_{i}, p_{j} \circ p_{l})$, where $p_{i}, p_{j}, p_{l}$ are any of the three PPs sender, recipient, object (actor, object, location), and $i \neq j \neq k$, then create a 3-way relationship, connecting the three PPs by the ACT.

b. If the above conditions are not satisfied, then create three binary relationships: $(p_{i}, p_{j})$, $(p_{i}, p_{k})$, and $(p_{j}, p_{k})$.

End if

7. If the arc-type is M, or O, connect the PPs through the ACT.

8. If the arc-type is P, connect the two PPs by a relationship “location”, if the dependency is locative, or “possessed-by”, if the dependency is possessive.

9. If the arc-type is S, represent the state as an attribute of the PP, and the values of the state as values of the attribute.

End for end

Example

The ER diagram corresponding to the UCDs in Table 3 is shown in Figure 2, and is obtained by applying algorithm 2.1.3.

3. CONCLUSIONS

In this paper we have described a methodology for developing a conceptual data model from functional specifications expressed in natural languages. The importance of developing such a methodology has been emphasized in the literature time and again. The methodology utilizes the theory of conceptual dependencies that has been applied to multiple natural language understanding systems. In addition to identifying the various data items from natural language specifications, the methodology described in this paper also includes integrating individual conceptual dependency diagrams into an overall schema for the application context. A prototype system has been developed that can take a natural language description as input and develops a conceptual schema as output.

The methodology described in this paper can also be useful in schema/view integration in OLTP applications in relational database platforms as well as OLAP and data warehouse designs. Other areas of application include software engineering, machine translation of natural language specifications, natural language interfaces to database applications, and data modeling and representation.
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