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ABSTRACT

Machine learning is the part of artificial intelligence that makes machines learn without being expressly 
programmed. Machine learning application built the modern world. Machine learning techniques are 
mainly classified into three techniques: supervised, unsupervised, and semi-supervised. Machine learn-
ing is an interdisciplinary field, which can be joined in different areas including science, business, and 
research. Supervised techniques are applied in agriculture, email spam, malware filtering, online fraud 
detection, optical character recognition, natural language processing, and face detection. Unsupervised 
techniques are applied in market segmentation and sentiment analysis and anomaly detection. Deep 
learning is being utilized in sound, image, video, time series, and text. This chapter covers applications 
of various machine learning techniques, social media, agriculture, and task scheduling in a distributed 
system.
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INTRODUCTION

Machine learning (ML) is a discipline of information technology that gives machines the ability to 
“learn” with data, without being expressly programmed, this means in other words that these programs 
change their behavior by learning from data. Machine learning is the future of computing. From home 
automation to landing a rover on a comet, everything is digitalized, and these are made possible only 
because of intelligent systems that use Machine learning and their associated applications (Wernick, Yang, 
Brankov, Yourganov, & Strother, 2010). With advances in ML, probabilistic standards and deep neural 
network machine can now promptly convert spoken conversion and written, identify and precisely caption 
photos, recognize faces and be a personal assistant for the consumers. The latest inventions in Artificial 
Intelligence (AI) are the result of core advances in AI, including improvements in ML, and perception, 
on a stage set by improvements in multiple fields of computer science. Processing power has raised and 
has compared to cloud computing. For the meantime, the extension of the web has produced chances to 
collect, store and share massive volumes of data (Hatcher & Yu, 2018). There also have been prominent 
strides in probabilistic modeling, in which processing system examine probabilities and make the best 
solution or suggestion, and ML in which a computer gets better at something based on the data that it 
collects. This process proves that the future of machine learning is heading in many ways making the 
lives of millions of people more comfortable, productive, and effective. Figure 1 depicts the Application 
of various Machine Learning Techniques.

Supervised Learning

Supervised learning algorithm train the model based on labeled training data. Supervised learning algo-
rithms can be categorized as two primary classes: regression algorithms forecast the continuous value 
or classification algorithms forecast the discrete value. Regression: Regression learning algorithm try 
to obtain the best fit function for the training data. Classification: In contrast with regression machine 
learning algorithm that attempts to locate the best fit capacity for the training information Classification 
algorithms are dived into four types such as logistic regression, artificial neural networks(ANN), support 
vector machines(SVM), and decision trees. Logistic Regression: It is used as a binary classifier where 
the output belongs to true or false.

Decision Trees: This can categorize an input data, decision trees sort the input data down the tree 
from the root node to a particular leaf node. Support Vector Machines: Support Vector Machine (SVM) 
is principally a more tasteful strategy that performs arrangement assignments by building hyperplanes in 
a multidimensional space. Artificial Neural Networks: Artificial neural networks (ANN) used whenever 
we have rich labeled training data with numerous. ANN tries to impersonator the way our brain mecha-
nism as it has been confirmed that the brain uses one ``learning algorithm’’ for all its different purposes 
(Garcia-Ceja et al., 2018) . The real world application of supervised machine learning is listed below.

Spam Detection: Incoming Electronic mail (E-mail) in an inbox, recognize those E-mail messages 
that are spam and those that are most certainly not. Possessing a system of this issue will enable soft-
ware to transmit non-spam messages in the inbox and leave spam messages to a spam envelope (Cohen, 
Nissim, & Elovici, 2018).
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