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ABSTRACT

This paper proffers an overview of neural network, coupled with early neural network architecture, 
learning methods, and applications. Basically, neural networks are simplified models of biological 
nervous systems and that’s why they have drawn crucial attention of research community in the domain 
of artificial intelligence. Basically, such networks are highly interconnected networks possessing 
a huge number of processing elements known as neurons. Such networks learn by examples and 
exhibit the mapping capabilities, generalization, fault resilience conjointly with escalated rate of 
information processing. In the current paper, various types of learning methods employed in case 
of neural networks are discussed. Subsequently, the paper details the deep neural network (DNN), 
its key concepts, optimization strategies, activation functions used. Afterwards, logistic regression 
and conventional optimization approaches are described in the paper. Finally, various applications of 
neural networks in various domains are included in the paper before concluding it.
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1. AN INTRODUCTION TO NEURAL NETWORK (NN) AND HUMAN BRAIN

In this modern era of technology, Artificial Intelligence (AI) has gained significant attention of the 
research community due to its wide spread popularity and rampaging prospects of applications in 
various domains (Neural Network, n.d.; Website, n.d.). Basically, AI represents an area of computer 
science aimed at designing intelligent computer systems which exhibit the features that we associate 
with the human intelligence. Basically, AI deals with the automation of intelligent behavior. The 
three technologies associated with AI are: neural network, fuzzy logic and genetic algorithm and 
their hybrid combinations. Out of which, neural network is our topic of interest (Website, n.d.). 
Basically, Neural Network (NN) epitomizes simple representation of biological neuro- systems and 
hence receives interest from the type of rating carried out through the human brain. A NN represents 
a highly interconnected network of huge number of processing constituents known as neurons. A 
NN is ponderously parallel and so also it models parallel distributed processing. In this paper, we 
infuse the fundamental themes of neural networks. The biological nervous system is the chief source 
of inspiration in this context. Various learning algorithms exist for enabling such networks to attain 
knowledge. Neural networks can be viewed as an imitation of central nervous systems (Analytics 
Vidha, 2018). In this context, the structural constituent of human brain can be regarded as the neurons 
that carry out knowledge discovery, logical inference as well as pattern recognition, etc. There exists 
a well-known issue in this context known as stability-plasticity issue that depicts that NN devoirs 
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to remain plastic to necessary information, however, it hovers stable while being provided with the 
extraneous information.

In this context, the human brain can be considered as the most complicated thing that needs 
significant attention. Normally, the human brain composes (Analytics Vidha, 2018; Gurney, 1997; 
Neural Network, n.d.; Website, n.d.) of 1010 basic components called neurons. The neuron receives 
electrochemical signals from various sources and sends electrical impulses to the other neurons. 
Every neuron is composed of 104 other neurons. A biological neuron comprises of a nucleus – a cell 
body regarded as ‘Soma’. There are huge irregular shaped filaments connected to the soma, known as 
dendrites. Such dendrites operate as the input channels i. e. all inputs from other neurons arrive through 
the dendrites. Another link attached to soma is the Axon; which serves as the output channel. These 
are the non-linear threshold devices which produce a voltage pulse known bas action potential. The 
neuronal activities are quite complex and can be viewed as a summation of inputs which it receives 
and which turns out to be a reasonable approximation later on.

2. ARTIFICIAL NEURON: AN ABSTRACT REPRESENTATION

The human brain can be considered as a highly complex structure that can be viewed as a highly 
connected network of neurons (Neural Network, n.d.; Sivanandam & Deepa, 2011). Accordingly, the 
biological neuron can be modeled into artificial neuron. Each constituent of the model bears analogy 
to actual components of biological neuron. Figure 1 shows a simple model of artificial neuron on the 
basis of which the artificial neural network is built. In the diagram, x1, x2,…, xn represent the n number 
of inputs supplied to the artificial neurons and w1, w2, …, wn represent the weights concerned with 
the inputs respectively. Similar to the biological neurons, the whole input received by the artificial 
neuron I can be denoted as shown in following equation:
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Now the above sum gets passed through the non-linear filter Φ known as Activation function 
or squash function.

Y I   = ( )Φ .	

In this context, an indubitable activation function is employed called as the threshold function. 
Here the sum gets compared with the threshold value ɵ. If the value of I is higher than ɵ, them the 
output becomes 1; otherwise, this becomes 0.
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Where, Φ is the Heaviside Function such that:



 

 

17 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/article/a-comprehensive-study-on-architecture-of-

neural-networks-and-its-prospects-in-cognitive-

computing/273634

Related Content

Experimental System Identification, Feed-Forward Control, and Hysteresis

Compensation of a 2-DOF Mechanism
Umesh Bhagat, Bijan Shirinzadeh, Leon Clark, Yanding Qin, Yanling Tianand Dawei

Zhang (2013). International Journal of Intelligent Mechatronics and Robotics (pp. 1-

21).

www.irma-international.org/article/experimental-system-identification-feed-forward-control-and-

hysteresis-compensation-of-a-2-dof-mechanism/103990

Lithotripsy of Renal Stones With Avicenna Roboflex Robotic-Assisted

Retrograde Intra-Renal Surgery (RA-RIRS)
Ahmet Sinan Kabakci, Anup Patel, Aydan M. Erkmen, Ismet Erkmen, Özlem

Gümükanatand Mehmet Çetinkaya (2018). Handbook of Research on Biomimetics

and Biomedical Robotics (pp. 142-160).

www.irma-international.org/chapter/lithotripsy-of-renal-stones-with-avicenna-roboflex-robotic-

assisted-retrograde-intra-renal-surgery-ra-rirs/198050

Moral Emotions for Autonomous Agents
Antoni Gomilaand Alberto Amengual (2009). Handbook of Research on Synthetic

Emotions and Sociable Robotics: New Applications in Affective Computing and

Artificial Intelligence  (pp. 166-179).

www.irma-international.org/chapter/moral-emotions-autonomous-agents/21508

Synthetic Emotions for Humanoids: Perceptual Effects of Size and Number

of Robot Platforms
David K. Grunberg, Alyssa M. Batula, Erik M. Schmidtand Youngmoo E. Kim (2012).

International Journal of Synthetic Emotions (pp. 68-83).

www.irma-international.org/article/synthetic-emotions-humanoids/70418

http://www.igi-global.com/article/a-comprehensive-study-on-architecture-of-neural-networks-and-its-prospects-in-cognitive-computing/273634
http://www.igi-global.com/article/a-comprehensive-study-on-architecture-of-neural-networks-and-its-prospects-in-cognitive-computing/273634
http://www.igi-global.com/article/a-comprehensive-study-on-architecture-of-neural-networks-and-its-prospects-in-cognitive-computing/273634
http://www.igi-global.com/article/a-comprehensive-study-on-architecture-of-neural-networks-and-its-prospects-in-cognitive-computing/273634
http://www.irma-international.org/article/experimental-system-identification-feed-forward-control-and-hysteresis-compensation-of-a-2-dof-mechanism/103990
http://www.irma-international.org/article/experimental-system-identification-feed-forward-control-and-hysteresis-compensation-of-a-2-dof-mechanism/103990
http://www.irma-international.org/chapter/lithotripsy-of-renal-stones-with-avicenna-roboflex-robotic-assisted-retrograde-intra-renal-surgery-ra-rirs/198050
http://www.irma-international.org/chapter/lithotripsy-of-renal-stones-with-avicenna-roboflex-robotic-assisted-retrograde-intra-renal-surgery-ra-rirs/198050
http://www.irma-international.org/chapter/moral-emotions-autonomous-agents/21508
http://www.irma-international.org/article/synthetic-emotions-humanoids/70418


Intelligent Resource Allocation and Optimization for Industrial Robotics Using

AI and Blockchain
Tarun Kumar Vashishth, Vikas Sharma, Kewal Krishan Sharma, Bhupendra Kumar,

Sachin Chaudharyand Rajneesh Panwar (2024). AI and Blockchain Applications in

Industrial Robotics (pp. 82-110).

www.irma-international.org/chapter/intelligent-resource-allocation-and-optimization-for-industrial-

robotics-using-ai-and-blockchain/336076

http://www.irma-international.org/chapter/intelligent-resource-allocation-and-optimization-for-industrial-robotics-using-ai-and-blockchain/336076
http://www.irma-international.org/chapter/intelligent-resource-allocation-and-optimization-for-industrial-robotics-using-ai-and-blockchain/336076

