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ABSTRACT

The precision of any machine learning algorithm depends on the data set, its suitability, and its volume.
Therefore, data and its characteristics have currently become the predominant components of any pre-
dictive or precision-based domain like machine learning. Feature engineering refers to the process of
changing and preparing this input data so that it is ready for training machine learning models. Several
features such as categorical, numerical, mixed, date, and time are to be considered for feature extraction
in feature engineering. Datasets containing characteristics such as cardinality, missing data, and rare
labels for categorical features, distribution, outliers, and magnitude are currently considered as features.
This chapter discusses various data types and their techniques for applying to feature engineering. This
chapter also focuses on the implementation of various data techniques for feature extraction.

INTRODUCTION

The process of changing and preparing input data trained to be ready for machine learning models is
called Feature Engineering. Features such as Categorical, Numerical, Mixed and date and time are to be
considered for feature extraction in feature engineering. Datasets containing features such as cardinal-

ity, missing data and rare labels for categorical features, distribution, outliers and magnitude are being
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considered as features. This chapter discusses about various data types and their techniques applied in
feature engineering. This chapter also focuses on implementation of various data techniques for feature
extraction.

Feature Engineering is a process of transforming the raw data from one form to another such that it
can be represented in a better way (Kuhn & Johnson, 2019). In a short we can say creating new features
from the existing list of features such that it will help in the improvement of learning model performance
(Ruder et.al, 2019). Feature engineering became out of the desire to change linear regression inputs that
are not typically distributed (Bengio et.al., 2013). Such change can be useful for liner regression. The
original work by George Box and David Cox in 1964 presented a technique for figuring out which of a
few force capacities may be a valuable change for the result of Linear Regression (Box, 1964). This is
now known as the Box-Cox change (Tommaso, 2011). Linear regression isn’t the main machine learn-
ing model that can benefit from highlight building and different changes. In 1999, it was shown that
element building could improve the presentation of rules learning for text classification (Heaton, 2016).

Feature engineering is the assignment of improving prescient demonstrating execution on a dataset
by changing its component space (Coates, et.al, 2011). Existing ways to deal with mechanize this pro-
cedure depends on either changed component space investigation through assessment guided hunt, or
unequivocal extension of datasets with every single changed element followed by include determination
(Scott & Matwin, 1999). Such methodologies acquire high computational expenses in runtime and ad-
ditionally memory. A novel procedure for learning Feature Engineering (LFE) is presented, for robot-
izing feature building in classification errands which depends on learning the adequacy of applying a
change (e.g., number-crunching or total administrators) on numerical highlights, from past component
designing encounters. Given another dataset (Nargesian, et.al, 2017), LFE prescribes resource of help-
ful changes to be applied on highlights without depending on model assessment or express component
development and determination (Krasanakis, et.al, 2018). Utilizing an assortment of datasets, we train
a lot of neural systems, which target anticipating the change that impacts classification execution decid-
edly (Jiang, et.al, 2008).

This chapter is presenting section 1 as Introduction, section 2 is discussing on data types in data
Science, section 3 is focussing on Different Techniques of applying Feature Engineering, section 4 il-
lustrates Different Techniques of applying Feature Engineering, section 5 presents conclusion and section
6 describes the future work .

Goal of Feature Engineering in Data Science

The main goal of feature engineering is to remove unwanted features from the given raw dataset while
keeping the main and important features, which will help us to derive some useful and important infor-
mation’s (Khurana, et.al, 2016).

Why Feature Engineering Is Needed?

Feature Engineering is needed for increasing the accuracy of the learned model such that the model
which is being trained on the given data can also achieve better accuracy on the unseen data too (Weiss,
et.al, 2016) .

According to the latest survey in Forbes, Data Scientist spend around 75% of their time, just on data
preparation (Dong, et.al, 2018).
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