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ABSTRACT

A test blueprint/test template, also known as the table of specifications, 
represents the structure of a test. It has been highly recommended in assessment 
textbook to carry out the preparation of a test with a test blueprint. This 
chapter focuses on modeling a dynamic test paper template using multi-
objective optimization algorithm and makes use of the template in dynamic 
generation of examination test paper. Multi-objective optimization-based 
models are realistic models for many complex optimization problems. Modeling 
a dynamic test paper template, similar to many real-life problems, includes 
solving multiple conflicting objectives satisfying the template specifications.

TERMINOLOGY USED

The general terminology used in this chapter is brie y discussed in Table 1.
The Test paper Template (TPT) shown in Table 2 is a systematic design 

plan which lays out exactly how the test paper gets created.
The TPT with maximum marks (TM), distribution of unit/module weights 

(u1, u2..., um), distribution of cognitive levels weights (l1, l2..., ln), etc. so 
suggested in the QPT Format in Table 3 above is expected to ensure that-

1.  The weight given to each unit/module, (u1, u2..., um) in a test paper is 
appropriate, so that the important modules are not neglected.
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2.  The weightage of cognitive skills, (l1, l2..., ln) tested are appropriate. 
For example, there are sufficient questions requiring application and 
understanding of logical reasoning.

Table 1. Terminology used for dynamic template generation

Term Meaning

Course Course is a Degree/Diploma program offered at a university. Example: 1. Bachelor of Science 
(Computer Science)-B.Sc (Comp.Sc.) 2. Bachelor of Computer Application -BCA

Subject S is a subject/paper offered in different semesters of a course. Example: Software Engineering 
(SE) in 6thSemester and Information Technology (IT) in 1st Semester of B.Sc(Comp. Sc).

Modules/ 
Units

For each subject, there is a prescribed syllabus having different modules/units. A set of related 
topics is grouped as one unit/module. Each module is allotted a particular weightage. Example: 
Module on Software Requirement in SE subject has weightage of 30% in the 6th semester of B.Sc 
(Comp. Sc).

Educational 
Taxonomy

A classification system of educational objectives based on level of student understanding 
necessary for achievement or mastery. Example- Benjamin Bloom, Solo etc.

m, n, TM m, n, TM are the Instructor specified number of modules, number of levels and total marks 
respectively for generating a dynamic QPT.

Module (pi) pi is the ith module specified by Instructor for QPT, p=<p1…,pm >

Taxonomy 
Level (qj)

qj is the jth level specified by Instructor for QPT, q=<q1,…,qn>

Module Weight 
(ui)

ui is the weight assigned to the ith module in the QPT

Level Weight 
(lj)

lj is the weight assigned to the jth level in the QPT

Module-Level-
Weight (xij)

xij is the weight assigned to the ith module of jh level in the QPT

Question Paper 
Template (QPT) 
of maximum 
marks TM

QPT is an m×n matrix with rows representing Modules pi (i= 1 to m), columns representing 
Educational Taxonomy Levels qj (j= 1 to n), cells representing ith module of jh level xij such that 
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m`, n`, tm m`, n`, tm are the Instructor specified number of modules, number of levels and total marks 
respectively for generating a scaled QPT.

Scaled Module-
Level-Weight 
(x`vw)

x`vw is the scaled weight assigned to the vth module of wth level.

Scaled Module 
Weight (u`v)

u`v is the scaled weight assigned to the vth module

Scaled Level 
Weight (l`w) l`w is the scaled weight assigned to the wth level

Scaled QPT 
(qpt) of 
maximum 
marks tm

qpt is an m`×n` matrix generated from QPT by scaling its rows with respect to m` modules and 

scaling its columns with respect to n` levels such that 
v

m

=u`
� �� ��1 1

` `

v w

n
 l`w=tm



 

 

35 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/chapter/dynamic-template-generation/268460

Related Content

Mining Partners in Trajectories
Diego Vilela Monteiro, Rafael Duarte Coelho dos Santosand Karine Reis Ferreira

(2020). International Journal of Data Warehousing and Mining (pp. 22-38).

www.irma-international.org/article/mining-partners-in-trajectories/243412

Distributed Privacy Preserving Clustering via Homomorphic Secret Sharing

and Its Application to (Vertically) Partitioned Spatio-Temporal Data
Can Brochmann Yildizli, Thomas Pedersen, Yucel Saygin, Erkay Savasand Albert

Levi (2011). International Journal of Data Warehousing and Mining (pp. 46-66).

www.irma-international.org/article/distributed-privacy-preserving-clustering-via/49640

Mining Profiles and Definitions with Natural Language Processing
Horacio Saggion (2008). Emerging Technologies of Text Mining: Techniques and

Applications  (pp. 77-98).

www.irma-international.org/chapter/mining-profiles-definitions-natural-language/10177

Advanced Dimensionality Reduction Method for Big Data
Sufal Dasand Hemanta Kumar Kalita (2016). Research Advances in the Integration of

Big Data and Smart Computing (pp. 198-210).

www.irma-international.org/chapter/advanced-dimensionality-reduction-method-for-big-

data/139403

Efficient Open Domain Question Answering With Delayed Attention in

Transformer-Based Models
Wissam Siblini, Mohamed Challaland Charlotte Pasqual (2022). International Journal

of Data Warehousing and Mining (pp. 1-16).

www.irma-international.org/article/efficient-open-domain-question-answering-with-delayed-

attention-in-transformer-based-models/298005

http://www.igi-global.com/chapter/dynamic-template-generation/268460
http://www.igi-global.com/chapter/dynamic-template-generation/268460
http://www.irma-international.org/article/mining-partners-in-trajectories/243412
http://www.irma-international.org/article/distributed-privacy-preserving-clustering-via/49640
http://www.irma-international.org/chapter/mining-profiles-definitions-natural-language/10177
http://www.irma-international.org/chapter/advanced-dimensionality-reduction-method-for-big-data/139403
http://www.irma-international.org/chapter/advanced-dimensionality-reduction-method-for-big-data/139403
http://www.irma-international.org/article/efficient-open-domain-question-answering-with-delayed-attention-in-transformer-based-models/298005
http://www.irma-international.org/article/efficient-open-domain-question-answering-with-delayed-attention-in-transformer-based-models/298005

