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Mobile Speech Recognition
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ABSTRACT

This chapter gives an overview of the main ar-
chitectures for enabling speech recognition on 
embedded devices. Starting with a short overview 
of speech recognition, an overview of the main 
challenges for the use on embedded devices is 
given. Each of the architectures has its own charac-
teristic problems and features. This chapter gives 
a solid basis for the selection of an architecture 
that is most appropriate for the current business 
case in enterprise applications.

OVERVIEW

Voice-based interaction is a common requirement 
for ubiquitous computing (UC). However, the 
idea of having speech recognition on wearable 
devices is not simply copying the recognizer to 
such a device and running it. The limitations of 
the device, especially computational power and 
memory, pose strong limitations that cannot be 
handled by desktop size speech recognizers. This 
chapter gives a brief overview of the different 

architectures employed to support speech rec-
ognition on wearable devices. A background in 
speech recognition technology is helpful in order 
to understand them better, but is not required. At 
some points you will be provided with pointers 
to the literature to achieve a better understand-
ing. A detailed understanding of the available 
architectures is needed to select the appropriate 
architecture for the enterprise, if it wants to sup-
port audio-based applications for mobile workers. 
The selection process has to consider the available 
resources, such as servers, wireless network, the 
software that has already been bought in order 
to save the investment, and to be able to justify 
the decision to invest more money in required 
infrastructure.

Most of the figures use UML 2.0 as a means 
of communicating architectural descriptions. The 
diagrams are easy to read, even if the reader is not 
familiar with this modeling language. The UML 
specification can be obtained from the Object 
Management Group (OMG, 2006).

A speech recognizer has the task of transcrib-
ing spoken language into a text (see Figure 1). 
The input is the speech signal, the human voice 
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that is recorded, for example, with a microphone. 
The textual output, in this case “one two three,” 
is called an utterance. 

The architecture of a speech recognizer has 
not changed over the past decades. It is illustrated 
in Figure 2 based on Jelinek (2001). 

It comprises the main components of rec-
ognizers as they are used today, regardless of 
the technology used. They are available as pure 
software solutions or implemented in hardware 
to gain speed. In the following sections we focus 

only on the main components involved. Some 
recognizers may use additional components or 
components that are slightly different. However, 
the architectures presented show the main func-
tionalities of each of them and discuss the main 
challenges that have to be faced when applied to 
mobile devices. 

The signal processor generates real valued 
vectors σi from a speech signal, obtained from a 
microphone. They are also called feature vectors. 
Currently, most speech recognizers use at least 13 

Figure 1. Speech recognition

Figure 2. General architecture of a speech recognizer
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