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ABSTRACT

This chapter presents a comparative study of the proposed approaches (i.e., extended dark block ex-
traction [EDBE], extended cluster count extraction [ECCE], and extended co-VAT approaches). This 
chapter evaluates pre-clustering and post-clustering algorithms on real-time data and synthetic da-
tasets. Unlike traditional clustering algorithms, pre-clustering algorithms provide a prior clustering 
on different datasets. Simulation studies are carried out using datasets having both class-labeled and 
unlabeled information. Comparative studies are performed between results of existing pre-clustering 
and proposed pre-clustering approaches. A simulated RDI-based preprocessing method is also applied 
for data diversification. Extensive simulation on real and synthetic datasets shows that pre-clustering 
algorithms with simulated RDI-based pre-processing performs better compared to conventional post-
clustering algorithms.

INTRODUCTION

This chapter presents a comparative study of the proposed approaches viz., Extended Dark Block 
Extraction (EDBE), Extended Cluster Count Extraction (ECCE), and Extended Co-VAT approaches. 
This chapter evaluates Pre-Clustering and Post-Clustering algorithms on real-time data and synthetic 
datasets. Unlike traditional clustering algorithms, Pre-Clustering algorithms provide a prior clustering 
on different datasets. Simulation studies are carried out using datasets having both class-labeled and 
unlabeled information. Comparative studies are performed between results of existing Pre-Clustering 
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and proposed Pre-Clustering approaches. A simulated RDI based preprocessing method is also applied 
for data diversification. Extensive simulation on real and synthetic datasets shows that Pre-Clustering 
algorithms with simulated RDI based pre-processing performs better compared to conventional Post-
Clustering algorithms.

Comprehensive study has been conducted on cluster validation metrics for several Pre-Clustering 
approaches. For real time data, Pre-Clustering results are generated based on “dark blocks” concept with 
EDBE, ECCE and Extended Co-VAT approaches on WINE and IRIS data samples. It is important to 
compare various cluster validation metrics and select one that fits best with the “VAT” data distribution. 
Cluster validation is the process of assessing the quality and reliability of the cluster sets derived from 
various Pre-Clustering processes. A comparative study has been performed using four cluster validation 
metrics viz., clustering accuracy, clustering error, time complexity and cluster coefficient for assessing 
the quality of different pre-clustering approaches. The following Table 6.1 describes two datasets viz., 
NUMERIC and IMAGE dataset that consist of characteristics such as physical classes, attributes, size of 
the dataset and number of clusters. Pre-Clustering approaches are applied on different sizes of datasets 
in-order to detect the number of clusters.where N1– N4 stands for NUMERIC dataset, I1- I4 are IMAGE 
datasets.

The NUMERIC and IMAGE dataset characteristics i.e. size of datasets, physical classes, attributes, 
and number of clusters of EDBE, ECCE and Extended Co-VAT are summarized in Table 1.

Evaluation Measures

One of the most important issues in cluster analysis is the evaluation of the clustering results. The evalu-
ation of clustering results is the most difficult task within the whole clustering workflow.

The ways of evaluation are divided in two parts:

•	 Internal quality measures, and
•	 External quality measures.

Table 1. Datasets with Characteristics for the Proposed Approaches

Synthetic Dataset Physical 
Classes Attributes Size (n)

Generated number of Clusters (C)

Extended Co-
VAT ECCE EDBE

Numeric Dataset N1 2 3 3*3 2 2 2

Numeric Dataset N2 3 10 10*10 2 2 2

Numeric Dataset N3 3 50 5000* 5000 3 3 3

Numeric Dataset N4 5 100 100000* 100000 3 3 3

IMAGE Dataset I1 2 3 3*3 2 2 2

IMAGE Dataset I2 3 10 10*10 2 2 2

IMAGE Dataset I3 3 50 5000* 5000 3 3 3

IMAGE Dataset I4 5 100 100000* 100000 3 3 3
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