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Uma Srinivasan, CSIRO ICT Centre, Australia

Ajay Divakaran, Mitsubishi Electric Research Laboratories, USA

ABSTRACT
This chapter presents the ISO/IEC MPEG-7 Multimedia Content description Interface
Standard from the point of view of managing semantics in the context of multimedia
applications.  We describe the organisation and structure of the MPEG-7 Multimedia
Description schemes which are metadata structures for describing and annotating
multimedia content at several levels of granularity and abstraction. As we look at
MPEG-7 semantic descriptions, we realise they provide a rich framework for static
descriptions of content semantics.  As content semantics evolves with interaction, the
human user will have to compensate for the absence of detailed semantics that cannot
be specified in advance. We explore the practical aspects of using these descriptions
in the context of different applications and present some pros and cons from the point
of view of managing multimedia semantics.

INTRODUCTION
MPEG-7 is an ISO/IEC Standard that aims at providing a standard way to describe

multimedia content, to enable fast and efficient searching and filtering of audiovisual
content.   MPEG-7 has a broad scope to facilitate functions such as indexing, manage-
ment, filtering, authoring, editing, browsing, navigation, and searching content descrip-
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tions.  The purpose of the standard is to describe the content in a machine-readable format
for further processing determined by the application requirements.

Multimedia content can be described in many different ways depending on the
context, the user, the purpose of use and the application domain.  In order to address the
description requirement of a wide range of applications, MPEG-7 aims to describe content
at several levels of granularity and abstraction to include description of features,
structure, semantics, models, collections and metadata about the content.

Initial research focused on feature extraction techniques influenced the description
of content at the perceptual feature level. Examples of visual features that can be extracted
using image-processing techniques are colour, shape and texture. Accordingly, there are
several MPEG-7 Descriptors (Ds) to describe visual features. Similarly there are a number
of low-level Descriptors to describe audio content at the level of spectral, parametric and
temporal features of an audio signal.  While these Descriptors describe objective
measures of audio and visual features, they are inadequate for describing content at a
higher level of semantics to describe relationships among audio and visual descriptors
within an image or over a video segment.  This need is addressed through the construct
called Multimedia Descriptions Scheme (MDS), also referred to simply as Description
Scheme (DS). Description schemes are designed to describe higher-level content
features such as regions, segments, objects and events, as well as metadata about the
content, its usage, and so forth.  Accordingly, there are several groups or categories of
MDS tools.

An important factor that needs to be considered while describing audiovisual
content is the recognition that humans start to interpret and describe the meaning of the
content that goes far beyond visual features and cinematic constructs introduced in
films.  While such meanings and interpretations cannot be extracted automatically,
because they are contextual, they can be described using free text descriptions. MPEG-
7 handles this aspect through several description schemes that are based on structured
free text descriptions.

As our focus is on management of multimedia semantics, we look at MPEG-7 MDS
constructs from two perspectives: (a) the level of granularity offered while describing
content, and (b) the level of abstraction available to describe multimedia semantics.  The
second section provides an overview of the MPEG-7 constructs and how they hang
together. The third section looks at MDS tools to manage multimedia semantics at
multiple levels of granularity and abstraction. The fourth section takes a look at the whole
framework from the perspective of different applications. The last section presents some
discussions and conclusions.

MPEG-7 CONTENT DESCRIPTION
AND ORGANISATION

The main elements of MPEG-7 as described in the MPEG-7 Overview document
(Martínez, 2003) are a set of tools to describe the content, a language to define the syntax
of the descriptions, and system tools to support efficient storage and transmission,
execution and synchronization of binary encoded descriptions.
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