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ABSTRACT

Machine learning can be defined as the ability of a computer to learn and solve a problem without being 
explicitly coded. The efficiency of the program increases with experience through the task specified. In 
traditional programming, the program and the input are specified to get the output, but in the case of 
machine learning, the targets and predictors are provided to the algorithm make the process trained. 
This chapter focuses on various machine learning techniques and their performance with commonly 
used datasets. A supervised learning algorithm consists of a target variable that is to be predicted from 
a given set of predictors. Using these established targets is a function that plots targets to a given set 
of predictors. The training process allows the system to train the unknown data and continues until the 
model achieves a desired level of accuracy on the training data. The supervised methods can be usually 
categorized as classification and regression. This chapter discourses some of the popular supervised 
machine learning algorithms and their performances using quotidian datasets. This chapter also dis-
cusses some of the non-linear regression techniques and some insights on deep learning with respect 
to object recognition.
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INTRODUCTION

Machine learning can be defined as the ability of a computer to learn and solve a problem without being 
explicitly coded. The efficiency of the program increases with experience through the task specified. 
In traditional programming the program and the input are specified to get the output, but in the case 
of machine learning the targets and predictors are provided to the algorithm which makes the process 
trained. This chapter focuses on various machine learning techniques and its performance with quotid-
ian datasets. A supervised learning algorithm consists of a target variable which is to be predicted from 
a given set of predictors. Using these established targets, a function that plots targets to the given set 
of predictors. The training process allows the system to train the unknown data and continues until the 
model achieves a desired level of accuracy on the training data. The supervised methods can be usually 
categorized as classification and regression. In classification, the data is classified into the groups based 
on the prior data that is used to train the machine learning model. In regression, the model is trained with 
the target data to make the predictions of the unknown predictors, when the parameters whose output 
is unknown is passed to the algorithm, it predicts based on the target that is used to train the data. This 
chapter discourses some of the popular supervised machine learning algorithms and their performances 
using quotidian datasets. This chapter also discusses some of the non-linear regression techniques and 
some insights on deep learning with respect to object recognition.

APPLICATIONS

Machine Learning concepts are used in various domains, such as in the field of medicine where these 
techniques can be used for the detection, diagnosis of the diseases in the patients with the minimal effort. 
In the field of sports, predictions are made for the combination of the players for which the probability 
of the team winning or losing is predicted, in stock market the predictions of the share value of being 
increased or decreased in the coming certain period of days if so what is the percentage of change and 
all sort of factors can be predicted. Earth is the largest reserve of natural mines such as gold, silver etc., 
these locations can be predicted accurately such that the mining can be performed without much effort 
in locating the resources. The websites are automatically customized based on the user taste. Artificial 
Limbs can be attached to the people. In the field of bio informatics, the gene classifications get way lot 
easier. The computer vision has played a great role in the field of security and Artificial Intelligence. 
So, the applications extend from spam filtering all the way to complex Artificial bots that are still being 
prototyped.

Important Terms

Cost Function

It is the function used to calculate the penalty based on the difference between the predicted output and 
the actual output. The more the cost the less is the accuracy of the algorithm and the less the cost the 
better the accuracy of the algorithm that is being applied.
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