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INTRODUCTION

A big amount of important, “economically rel-
evant” information, is buried into unstructured 
“narrative” information resources: This is true, 
for example, for most of the corporate knowl-
edge documents (memos, policy statements, 
reports, minutes, etc.), for the news stories, the 
normative and legal texts, the medical records, 
many intelligence messages as well as for a huge 
fraction of the information stored on the Web. In 
these “narrative documents,” or “narratives,” the 
main part of the information content consists in 
the description of “events” that relate the real or 
intended behavior of some “actors” (characters, 
personages, etc.)—the term “event” is taken here 
in its more general meaning, also covering strictly 
related notions like fact, action, state, and situa-
tion. These actors try to attain a specific result, 
experience particular situations, manipulate some 

(concrete or abstract) materials, send or receive 
messages, buy, sell, deliver, and so forth. Note 
that in these narratives, the actors or personages 
are not necessarily human beings; we can have 
narrative documents concerning, for example, 
the vicissitudes in the journey of a nuclear sub-
marine (the “actor,” “subject,” or “personage”) 
or the various avatars in the life of a commercial 
product. Note also that even if a large amount of 
narrative documents concerns natural language 
(NL) texts, this is not necessarily true. A photo 
representing a situation that verbalized could be 
expressed as “Three nice girls are lying on the 
beach” is not of course an NL text, yet it is still 
a narrative document.

Because of the ubiquity of these “narrative” 
resources, being able to represent in a general, 
accurate, and effective way their semantic con-
tent—that is, their key “meaning”—is then both 
conceptually relevant and economically impor-
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tant: Narratives form, in fact, a huge underutilized 
component of organizational knowledge. This 
type of explicit yet unstructured knowledge can 
be, of course, indexed and searched in a variety 
of ways, but it requires, however, an approach for 
formal analysis and effective utilization that is 
neatly different from the “traditional” ones.

 

BACkgROUND

Usual ontologies—both in their “traditional” and 
“Semantic Web” versions (see the “Knowledge 
Representation” and “RDF and OWL” articles 
in this Encyclopedia)—are not very suitable for 
dealing with narratives. Basically, ontologies or-
ganize the “concepts”—that we can identify here 
with the important notions to be represented in 
a given application domain – into a hierarchical 
structure, able to supply an elementary form of 
definition of these concepts through their mutual 
generic/specific relationships (“IsA” links). A 
more detailed definition of the concepts is ob-
tained by associating them with a set of binary 
relationships of the “property/value” type (e.g., a 
“frame”). The combination of these two represen-
tational principles is largely sufficient to provide 
a static, a priori definition of the concepts and of 
their properties.

Unfortunately, this is no more true when we 
consider the dynamic behavior of the concepts, that 
is, we want to describe their mutual relationships 
when they take part in some concrete action or situ-
ation (“events”). First of all, representing an event 
implies that the notion of “role” must be added to 
the traditional generic/specific and property/value 
representational principles. If we want to represent 
adequately a narrative fragment like “NMTV (an 
European media company) … will develop a lap 
top computer system…,” besides asserting that 
NMTV_ is an instance of the concept company_ 
and that we also must introduce an instance of a 
concept like lap_top_pc, we have to create a sort of 

“threefold” relationship; this relationship includes 
a “predicate” (like DEVELOP or PRODUCE), 
the two instances, and a third fundamental com-
ponent, the “roles” (like SUBJECT or AGENT 
for NMTV_ and OBJECT or PATIENT for the 
new lap top system) used to specify the exact 
function of these two instances within the formal 
description of the event. Moreover, in an event 
context, we also must deal with those “connectivity 
phenomena” like causality, goal, indirect speech, 
co-ordination, and subordination that link together 
the basic “elementary events.” It is very likely, 
in fact, that dealing with the sale of a company, 
the global information to represent is something 
like: “Company X has sold its subsidiary Y to Z 
because the profits of Y have fallen dangerously 
these last years due to a lack of investments,” or, 
returning to our previous example, that “NMTV 
will develop a lap top computer system to put 
controlled circulation magazines out of business,” 
or, that dealing with the relationships between 
companies in the biotechnology domain, “X made 
a milestone payment to Y because they decided 
to pursue an in vivo evaluation of the candidate 
compound identified by X.” In computational 
linguistics terms, we are here in the domain of 
the “Discourse Analysis” which deals, in short, 
with the two following problems: (1) determining 
the nature of the information that in a sequence 
of statements goes beyond the simple addition of 
the information conveyed by a single statement; 
(2) determining the influence of the context in 
which a statement is used on the meaning of this 
individual statement or part of it.

It is now easy to imagine the awkward pro-
liferation of binary relationships that sticking to 
the traditional ontological paradigm it would be 
necessary to introduce to approximate high-level 
notions like those of “role” and “connectivity 
phenomena.”

Solutions for representing narratives in com-
puter-usable ways that could move beyond a strict 
“binary” framework have, therefore, already 
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