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ABSTRACT

Sentiment Analysis intends to get the basic perspective of the content, which may be anything that holds 
a subjective supposition, for example, an online audit, Comments on Blog posts, film rating and so 
forth. These surveys and websites might be characterized into various extremity gatherings, for example, 
negative, positive, and unbiased keeping in mind the end goal to concentrate data from the info dataset. 
Supervised machine learning strategies group these reviews. In this paper, three distinctive machine 
learning calculations, for example, Support Vector Machine (SVM), Maximum Entropy (ME) and Naive 
Bayes (NB), have been considered for the arrangement of human conclusions. The exactness of various 
strategies is basically inspected keeping in mind the end goal to get to their execution on the premise of 
parameters, e.g. accuracy, review, f-measure, and precision.

Implementation of n-gram 
Methodology for Rotten 

Tomatoes Review Dataset 
Sentiment Analysis

Prayag Tiwari
National University of Science and Technology MISiS, Department of Computer Science and 

Engineering, Moscow, Russia

Brojo Kishore Mishra
C. V. Raman College of Engineering, Department of Information Technology, Bhubaneswar, India

Sachin Kumar
Indian Institute of Technology Roorkee, Center for Transportation Systems, Roorkee, India

Vivek Kumar
National University of Science and Technology MISiS, Department of Computer Science and 

Engineering, Moscow, Russia



690

Implementation of n-gram Methodology for Rotten Tomatoes Review Dataset Sentiment Analysis
 

INTRODUCTION

The Internet has altered the way people express their points of view. It is now done through the help of 
blog entries, online gatherings, item audit sites and so on. People rely on upon this client made dataset. 
When some person needs to buy a thing, they, as a rule, need to know its reviews through online before 
taking a decision. The measure of customer made dataset is excessively broad for a typical customer, 
making it impossible to examine. So, to computerize this, distinctive supposition analysis procedures 
are utilized. Sentiment analysis, otherwise called opinion mining, dissects individuals’ opinion and 
additionally feelings towards datasets, for example, items, associations, and their related attributes. Ma-
chine learning proposal makes use of a planning set to add to a supposition classifier those gatherings 
suspicions. Sentiment analysis (Liu, 2012) is seen to be done in three distinct levels, for example, aspect 
level, document level and sentence level. Document level characterizes whether the record’s opinion 
is negative, neutral or positive. Sentence level figures out if the sentence communicates any negative, 
positive or neutral opinion.

There is generally two types of machine learning techniques (Han et al., 2006) which has been used 
more often in sentiment analysis are unsupervised learning and supervised learning method. In supervised 
learning, we are provided a dataset and already having idea that what and how our output would look like 
and the idea that there is a relationship between the output and input. On the other hand, unsupervised 
learning (Kumar and Toshniwal, 2016) enables us to get problems with having little or do not have an 
idea that what and how our results supposed to look like. We can obtain structure from data where we 
don’t know the effect of the variables.

The film reviews are generally in the text format and not structured in nature. Therefore, the stop words 
and other undesirable data are expelled from the reviews for further investigation. These frameworks 
are then offered a contribution to many machine learning methods for the arrangement of the surveys. 
Distinctive parameters are then used to assess the execution of the machine learning calculations.

The primary commitment of the paper can be expressed as takes after:

• There are many different kinds of machine learning techniques has been suggested to classify the 
film reviews of Rotten Tomatoes dataset using n-gram method viz., Bigram, Unigram, Trigram, an 
amalgamation of bigram and trigram, unigram and bigram and unigram and bigram and trigram.

• There are three machine learning techniques which SVM, NB and ME for purpose of classifica-
tion by the help of n-gram proposal.

• The implementation of machine learning methods is estimated with the help of variables like re-
call, accuracy, precision and f-measure. The output acquired in this work demonstrates the better 
accuracy by comparing by other research works.

LITERATURE SURVEY

The literature review on the sentiment analysis shows the good research has been done by the various 
researchers based on sentiment analysis on document level.

In this paper was suggested diverse multi-mark order on sentiment analysis (Liu and Chen, 2015). 
They have utilized eleven multilevel characterization method seemed at on two smaller scale blog dataset 
furthermore eight distinctive assessment networks for examination. Aside from that, they have addition-



 

 

11 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/implementation-of-n-gram-methodology-for-

rotten-tomatoes-review-dataset-sentiment-analysis/252052

Related Content

Fingerprint Matching Using Rotational Invariant Orientation Local Binary Pattern Descriptor and

Machine Learning Techniques
Ravinder Kumar (2020). Cognitive Analytics: Concepts, Methodologies, Tools, and Applications  (pp. 943-

961).

www.irma-international.org/chapter/fingerprint-matching-using-rotational-invariant-orientation-local-binary-pattern-

descriptor-and-machine-learning-techniques/252064

Music Emotions Recognition by Machine Learning With Cognitive Classification Methodologies
Junjie Bai, Kan Luo, Jun Peng, Jinliang Shi, Ying Wu, Lixiao Feng, Jianqing Liand Yingxu Wang (2020).

Cognitive Analytics: Concepts, Methodologies, Tools, and Applications  (pp. 1028-1041).

www.irma-international.org/chapter/music-emotions-recognition-by-machine-learning-with-cognitive-classification-

methodologies/252068

Ensemble Learning Mechanisms for Threat Detection: A Survey
Rajakumar Arul, Rajalakshmi Shenbaga Moorthyand Ali Kashif Bashir (2019). Machine Learning and

Cognitive Science Applications in Cyber Security (pp. 240-281).

www.irma-international.org/chapter/ensemble-learning-mechanisms-for-threat-detection/227584

Quantum-Behaved Particle Swarm Optimization Based Radial Basis Function Network for

Classification of Clinical Datasets
N. Leema, H. Khanna Nehemiahand A. Kannan (2020). Cognitive Analytics: Concepts, Methodologies,

Tools, and Applications  (pp. 1290-1313).

www.irma-international.org/chapter/quantum-behaved-particle-swarm-optimization-based-radial-basis-function-network-

for-classification-of-clinical-datasets/252082

Diagnosis Rule Extraction from Patient Data for Chronic Kidney Disease Using Machine

Learning
Alexander Arman Serpen (2020). Cognitive Analytics: Concepts, Methodologies, Tools, and Applications

(pp. 1165-1174).

www.irma-international.org/chapter/diagnosis-rule-extraction-from-patient-data-for-chronic-kidney-disease-using-

machine-learning/252076

http://www.igi-global.com/chapter/implementation-of-n-gram-methodology-for-rotten-tomatoes-review-dataset-sentiment-analysis/252052
http://www.igi-global.com/chapter/implementation-of-n-gram-methodology-for-rotten-tomatoes-review-dataset-sentiment-analysis/252052
http://www.irma-international.org/chapter/fingerprint-matching-using-rotational-invariant-orientation-local-binary-pattern-descriptor-and-machine-learning-techniques/252064
http://www.irma-international.org/chapter/fingerprint-matching-using-rotational-invariant-orientation-local-binary-pattern-descriptor-and-machine-learning-techniques/252064
http://www.irma-international.org/chapter/music-emotions-recognition-by-machine-learning-with-cognitive-classification-methodologies/252068
http://www.irma-international.org/chapter/music-emotions-recognition-by-machine-learning-with-cognitive-classification-methodologies/252068
http://www.irma-international.org/chapter/ensemble-learning-mechanisms-for-threat-detection/227584
http://www.irma-international.org/chapter/quantum-behaved-particle-swarm-optimization-based-radial-basis-function-network-for-classification-of-clinical-datasets/252082
http://www.irma-international.org/chapter/quantum-behaved-particle-swarm-optimization-based-radial-basis-function-network-for-classification-of-clinical-datasets/252082
http://www.irma-international.org/chapter/diagnosis-rule-extraction-from-patient-data-for-chronic-kidney-disease-using-machine-learning/252076
http://www.irma-international.org/chapter/diagnosis-rule-extraction-from-patient-data-for-chronic-kidney-disease-using-machine-learning/252076

