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Introduction

During the past decade, a major revolution has taken place in pattern-recognition technology 
with the introduction of rigorous and powerful mathematical approaches in problem domains 
previously treated with heuristic and less efficient techniques. The use of convex optimisation 
and statistical learning theory has been combined with ideas from functional analysis and 
classical statistics to produce a class of algorithms called kernel methods (KMs), which have 
rapidly become commonplace in applications. This book, and others, provides evidence of the 
practical applications that have made kernel methods a fundamental part of the toolbox for 
machine learning, statistics, and signal processing practitioners. The field of kernel methods 
has not only provided new insights and therefore new algorithms, but it has also created much 
discussion on well-established techniques such as Parzen windows and Gaussian processes, 
which use essentially the same technique but in different frameworks. 
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This introductory chapter will describe the main ideas of the kernel approach to pattern 
analysis, and discuss some of the reasons for their popularity. Throughout the chapter, we 
will assume that we have been given a set of data (be it made of vectors, sequences, docu-
ments, or any other format) and that we are interested in detecting relations existing within 
this data set. The ideas presented here have been introduced by many different researchers, 
but we will not point out the history behind these ideas, preferring to add pointers to books 
that address this field in a more coherent way. 
The fundamental step of the kernel approach is to embed the data into a (Euclidean) space 
where the patterns can be discovered as linear relations. This capitalizes on the fact that over 
the past 50 years, statisticians and computer scientists have become very good at detecting 
linear relations within sets of vectors. This step therefore reduces many complex problems 
to a class of well-understood problems. 
The embedding and subsequent analysis are performed in a modular fashion, as we will 
see below. The embedding map is defined implicitly by a so-called kernel function. This 
function depends on the specific data type and domain knowledge concerning the patterns 
that are to be expected in the particular data source. The second step is aimed at detecting 
relations within the embedded data set. There are many pattern-analysis algorithms that 
can operate with kernel functions, and many different types of kernel functions, each with 
different properties. Indeed, one reason for the popularity of the kernel approach is that 
these algorithms and kernels can be combined in a modular fashion. This strategy suggests 
a software engineering approach to learning systems’ design through the breakdown of the 
task into subcomponents and the reuse of key modules. 
In this introductory chapter, through the example of least squares linear regression, we will 
introduce all of the main ingredients of kernel methods. Though this example means that 
we will have restricted ourselves to the particular task of supervised regression, four key 
aspects of the approach will be highlighted. 

1. Data items are embedded into a Euclidean space called the feature space.
2. Linear relations are sought among the images of the data items in the feature space. 
3. The algorithms are implemented in such a way that the coordinates of the embedded 

points are not needed, only their pairwise inner products. 
4. The pairwise inner products can be computed efficiently directly from the original 

data items using a kernel function. 

These four observations will imply that, despite restricting ourselves to algorithms that 
optimise linear functions, our approach will enable the development of a rich toolbox of 
efficient and well-founded methods for discovering nonlinear relations in data through the 
use of nonlinear embedding mappings. 
KMs offer a very general framework for performing pattern analysis on many types of data. 
The main idea of kernel methods is to embed the data set S ⊆ X into a (possibly high-dimen-
sional) vector space N, and then to use linear pattern-analysis algorithms to detect relations 
in the embedded data. Linear algorithms are extremely efficient and well understood, both 
from a statistical and computational perspective. The embedding map is denoted here by φ,                      
and it is understood that φ : X→ N can be any set. 
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