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AbstrAct

In this chapter, we discuss the use of differential 
association rules to study the annotations of pro-
teins in one or more interaction networks.  Using 
this technique, we find the differences in the 
annotations of interacting proteins in a network.  
We extend the concept to compare annotations of 
interacting proteins across different definitions of 
interaction networks.  Both cases reveal instances 
of rules that explain known and unknown charac-
teristics of the network(s).  By taking advantage 
of such data mining techniques, a large number 
of interesting patterns can be effectively explored 
that otherwise would not be.

IntroductIon

Many high-throughput techniques have been de-
veloped to identify protein interaction networks 
in organisms.  One conventional definition of 
interactions within an organism considers whether 
the protein molecules interact physically.  High-
throughput techniques to test for such interactions 
include the popular yeast-two-hybrid method (Ito 
et al., 2001; Uetz et al., 2000).  Another common 
definition of interactions relies on the concept 
of genetic interactions in which the lethality of 
two gene deletions is examined as in (Tong et al., 
2001; Tong et al., 2004).  Finally, there also exist 
a number of computer-driven procedures like the 
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identification of domain-fusion interactions.  Two 
genes have a domain fusion interaction in one spe-
cies if their homologs occur as exons of a single 
gene in another species (Marcotte et al., 1999; 
Truong & Ikura, 2003).  With so much interaction 
data available, there is a clear need to develop 
techniques that are targeted at understanding the 
role of networks in bioinformatics.

Interactions are not the only type of infor-
mation available for proteins.  Many genes and 
proteins are studied extensively in model species, 
such as yeast.  A rich supply of experimental data, 
in the form of annotations, is available for these 
species and can be studied in much the same way 
as data associated with objects in other disciplines.  
These annotations are the “items” of information 
that belong to particular objects.  A popular tech-
nique for the study of such items is association rule 
mining (ARM).  ARM has the goal of discovering 
associations between frequently occurring sets of 
items.  In the prototypical case, ARM is used in 
the analysis of shopping transactions (Agrawal, 
Imielinski, & Swami, 1993; Han & Fu, 1995); the 
technique has also been applied in relational da-
tabase settings (Dehaspe & Raedt, 1997; Oyama, 
Kitano, Satou, & Ito, 2002).  The combination 
of network data and protein annotation data is 
a special case of relational data.  In a relational 
database, one table is used to describe protein an-
notations and one or more separate tables define 
the network(s).  A relational framework allows 
analysis beyond statistical comparison of single 
annotations of interacting proteins (Schwikowski, 
Uetz, & Fields, 2000).  Relational frameworks also 
support the study of associations involving more 
complex attribute combinations.  Within the same 
framework, it also becomes possible to contrast 
different interaction definitions.

This chapter explores a novel ARM algorithm 
called differential ARM that enables the discov-
ery of differences between interacting proteins 
and between multiple network types.  In the 
Background section, we describe representative 
work on protein interactions and introduce key 

definitions in association rule mining.  The next 
section, Mining Differential Association Rules, 
defines our goals and the problems to overcome, 
ending with a description of the differential ARM 
method.  Finally, in the section on Differential 
Association Rule Experiments, an experiment on 
real-world yeast interaction data is described.

BACKGROUND

We begin by discussing related work in the area 
of protein interaction network analysis.  Basic 
notation for association rule mining is covered 
and notes on related references in the area of 
ARM are given.

Protein Interaction Network Analysis

Several papers have analyzed yeast protein inter-
action networks.  The majority of these works have 
studied isolated networks (Wagner, 2001) or used 
comparisons of the statistics of multiple networks 
(Maslov & Sneppen, 2002).  In Schwikowski et 
al. (2000) the authors did some analysis of the 
yeast physical protein interaction network using 
“counting” methods to determine percentages of 
interactions that have certain functional behavior.  
Most examples of interest are techniques that 
require some manual intervention.  In larger 
datasets, in which patterns of interest are harder 
to perceive, automated techniques would greatly 
assist analysis. Tong et al. (2004) performed 
statistical analysis on part of the yeast genetic 
interaction network.  In this work, the authors 
begin with observations of interesting statistics 
observed within interaction networks, and con-
clude with clustering analysis and population 
genetics.  Some of the conclusions drawn relate 
to the density of the network and comparison 
of how the genetic interaction network predicts 
parts of the physical interaction network.  Again, 
the emphasis is on a single network and simple 
statistical comparisons.  In Ozier, Amin, and 
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