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Chapter IX

The Gamma Test
Antonia J. Jones, Dafydd Evans, Steve Margetts and Peter J. Durrant

 Cardiff University, UK

The Gamma Test is a non-linear modelling analysis tool that allows us to
quantify the extent to which a numerical input/output data set can be
expressed as a smooth relationship. In essence, it allows us to efficiently
calculate that part of the variance of the output that cannot be accounted
for by the existence of any smooth model based on the inputs, even though
this model is unknown. A key aspect of this tool is its speed: the Gamma
Test has time complexity O(Mlog M), where M is the number of data-
points. For data sets consisting of a few thousand points and a reasonable
number of attributes, a single run of the Gamma Test typically takes a few
seconds.
In this chapter we will show how the Gamma Test can be used in the
construction of predictive models and classifiers for numerical data. In
doing so, we will demonstrate the use of this technique for feature
selection, and for the selection of embedding dimension when dealing
with a time-series.

 INTRODUCTION
The Gamma test was originally developed as a tool to aid the construction of

data-derived models of smooth systems, where we seek to construct a model directly
from a set of measurements of the system’s behaviour, without assuming any a
priori knowledge of the underlying equations that determine this behaviour. Neural
networks may be considered as the generic example of a data-derived modelling
technique.

 We think of the system as transforming some input into a corresponding
output, so the output is in some way ‘determined’ by the input. This is a fairly general
representation – in the case of a dynamical system ,the current state of the system
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may be thought of as the input, with the output representing the state of the system
after some time interval has elapsed.

One problem in constructing models solely on the basis of observation is that
measurements are often corrupted by noise. We define noise to be any component
of the output that cannot be accounted for by a smooth transformation of the
corresponding input.

The Gamma test (Aoalbjörn Stefánsson, Koncar & Jones, 1997; Koncar, 1997)
is a technique for estimating the noise level present in a data set. It computes this
estimate directly from the data and does not assume anything regarding the
parametric form of the equations that govern the system. The only requirement in
this direction is that the system is smooth (i.e. the transformation from input to
output is continuous and has bounded first partial derivatives over the input space).

Noise may occur in a set of measurements for several reasons:
• Inaccuracy of measurement.
• Not all causative factors that influence the output are included in the input.
• The underlying relationship between input and output is not smooth.

The applications of a data-derived estimate of noise for non-linear modelling
are clear. In the first instance, it provides a measure of the quality of the data – if the
noise level is high we may abandon any hope of fitting a smooth model to the data.
In cases where the noise level is moderately low, the Gamma test can be used to
determine the best time to stop fitting a model to the data set. If we fit a model beyond
the point where the mean squared error over the training data falls significantly
below the noise level, we will have incorporated some element of the noise into the
model itself, and the model will perform poorly on previously unseen inputs despite
the fact that its performance on the training data may be almost perfect. Taking our
noise estimate as the optimal mean squared error by running the Gamma test for an
increasing number of data points and seeing how many points are required for the
noise estimate to stabilize, we may also obtain an indication of the number of data
points required to build a model which can be expected to perform with this mean
squared error .

It is not immediately apparent that a technique for estimating noise levels can
be of use in data mining applications. Its usefulness derives from the fact that low
noise levels will only be encountered when all of the principal causative factors that
determine the output have been included in the input. Some input variables may be
irrelevant, while others may be subject to high measurement error so that incorpo-
rating them into the model will be counter productive (leading to a higher effective
noise level on the output). Since performing a single Gamma test is a relatively fast
procedure, provided the number of possible inputs is not too large, we may compute
a noise estimate for each subset of the input variables. The subset for which the
associated noise estimate is closest to zero can then be taken as the “best selection”
of inputs.

The objectives of this chapter are to provide a clear exposition of what the
Gamma test is, to describe how it works, and to demonstrate how it can be used as
a data mining tool.
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