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ABSTRACT

Nowadays, there exists an increasing number of applications where analysis and discovery of new patterns 
have fueled the research and development of new methods, all related to machine learning, knowledge 
extraction, knowledge discovery in databases or KDD, and data mining. The development of data min-
ing and other related disciplines has benefited from the existence of large volumes of data proceeding 
from the most diverse sources and domains. KDD process and methods of data mining allows for the 
discovery of knowledge in data that is hidden to humans, presenting this knowledge under different ways. 
In this chapter, an overview of the KDD process with special focus in the phase of data mining is given. 
A discussion on data mining tasks and methods, a possible classification of them, the relation of data 
mining to other disciplines, and an overview of future challenges in the field are also given.

INTRODUCTION

The constant search for diseases causes, the improvement of automatic diagnoses methods, financial data 
analytics and market tendencies, among others, are only some of the innumerable applications where 
analysis and discovery of new patterns have fuelled the research and development of new methods, all 
related to machine intelligence, knowledge extraction from what is now being called ‘big data’, Knowl-
edge Discovery in Databases or KDD, and Data Mining.

The development of these fields has benefited from the existence of large volumes of data proceed-
ing from the most diverse sources and domains, e.g. entrepreneurial historical data bases, medical data 
bases, biological data bases, astronomical data, etc. KDD process and methods of Data Mining allows 
for the discovery of knowledge in data that is hidden to humans, particularly when data volumes are 
large or even extremely large, presenting the knowledge extracted under different ways: rules, equations, 
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decision trees, etc., and helping to answer questions such as what are the groups from a population of 
individuals with common characteristics?, is this client reliable?, is this e-mail spam?, etc.

Answers to these questions, as well as to many others, are different from the traditional answers 
obtained from queries in On Line Transactions Processing (OLTP), where the information is not hidden 
neither is discovered, but it is presented summarized in an agreed format or report. They also differ from 
information proceeding from Online Analytical Processing (OLAP), which can be presented in differ-
ent perspectives or aggregated in different ways and not just summarized as in OLTP, and that can even 
escalate to the use of big data, where OLTP fails. However, both of these methods are not capable of 
discover new knowledge neither producing new patterns and rules as is the case with the KDD process.

In this chapter, an overview of the KDD process and all its stages is given, including Data Selection, 
Cleaning, etc., with especial attention to the phase of Data Mining, its tasks and methods, as well as its 
relation to other areas such as Machine Learning, Inductive Logic Programming (ILP), Statistics, etc. 
A discussion of a possible classification of Data Mining methods is also given as well as an overview 
of future challenges in the field.

BACKGROUND

There exists some confusion in the use of the terms of Knowledge Discovery in Databases or KDD and 
Data Mining. Frequently these terms are interchanged, using Data Mining as synonym of KDD. Although 
they are strongly related, it is important to clarify the differences between them.

Several definitions of Data Mining can be found in the literature. Witten and Frank (2000) refers to 
Data Mining as the process of extraction of previously-unknown, useful and understandable knowledge 
from big volumes of data, which can be in different formats and come from different sources. In a much 
more short way, Hernández-Orallo, Ferri and Ramírez-Quintana (2004) define Data Mining as the pro-
cess of converting data into knowledge. Sometimes Data Mining is also referred by many other names 
including knowledge extraction, information discovery, information harvesting, data archeology, and 
data pattern processing (Fayyad et al, 1996a).

The notion of Data Mining is not new. Since the 60s, other terms as Data Fishing or Data Dredg-
ing have been used by statisticians to refer to the idea of finding correlations in data without a previous 
hypothesis as underlying causality. However, it is not until the late 80s that Data Mining became a dis-
cipline of Computer Science and scientific community adopted the term. In fact, as Witten and Frank 
(2005) point out, the first book on data mining appeared in 1991 (Piatetsky-Shapiro and Frawley, 1991) 
–a collection of papers presented at a workshop on knowledge discovery in databases in the late 1980s.

Data Mining is a branch of Artificial Intelligence, closely related to Machine Learning, where Ma-
chine Learning provides the technical basis for Data Mining (Witten and Frank, 2005). Data Mining 
deals with inductive learning in a practical and not theoretical way (as Machine Learning does), making 
use of tools provided by Machine Learning. It applies Machine Learning techniques as well as other 
statistical and algebraic techniques to find structural patterns hidden in data, with the main objective of 
describing data or making predictions from them.

Artificial Intelligence comprises not only Machine Learning but other disciplines such as Robotics, 
Logic Programming and Inductive Logic Programming (ILP), which is a field of Machine Learning 
and Data Mining. Figure 1 shows a schematic view of the relationships between Data Mining, Machine 
Learning, Artificial Intelligence and other associated disciplines.
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