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ABSTRACT

Computers accelerate our ability to achieve scientific breakthroughs. As technology evolves and new
research needs come to light, the role for cyberinfrastructure as “knowledge” infrastructure continues
to expand. In essence, cyberinfrastructure can be thought of as the integration of supercomputers, data
resources, visualization, and people that extends the impact and utility of information technology. This
chapter discusses cyberinfrastructure, the related topics of science gateways and campus bridging, and
identifies future challenges and opportunities in cyberinfrastructure.
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INTRODUCTION

Computers accelerate our ability to achieve scientific breakthroughs. As technology evolves and new
research needs come to light, the role for cyberinfrastructure as “knowledge” infrastructure continues
to expand. In essence, cyberinfrastructure can be thought of as the integration of supercomputers, data
resources, visualization, and people that extends the impact and utility of information technology. This
article defines and discusses cyberinfrastructure and the related topics of science gateways and campus
bridging, identifies future challenges in cyberinfrastructure, and discusses challenges and opportunities
related to the evolution of cyberinfrastructure and cloud computing.

BACKGROUND

Today’s US national cyberinfrastructure ecosystem grew out from the National Science Foundation-
funded supercomputer centers program of the 1980s (National Science Foundation, 2006). Four cen-
ters provided supercomputers and support for their use by the US research community. Researchers
generally accessed one supercomputer at a time, sometimes logging into a front-end interface. At this
time, the focus of the research computing community was centered on supercomputers — traditionally
defined as computers that are among the fastest in existence. Over time there have been several differ-
ent supercomputer architectures, but the key points were that supercomputers were monolithic systems
that were among the fastest in the world. At present we can think of supercomputers as being a subset
of the more general term high performance computer (HPC) — where HPC means that many computer
processors work together, in concert, to solve large computational challenges and where the computer
processors communicate via very fast, networks internal to the HPC system. HPC focuses on computing
problems where a high degree of communication is needed among the processors working together on
a particular problem. HPC is a more general term than supercomputers because there are many HPC
systems that are modest in total processing capacity relative to the fastest supercomputers in the world
(cf. Top500.0rg, 2016).

In the early days of supercomputing, using multiple supercomputers in concert was not possible.
In the late 1980s, the National Research and Education Network initiative created several testbeds for
distributed computing, including the CASA testbed which linked geographically distributed super-
computers to solve large-scale scientific challenges (U.S. Congress Office of Technology Assessment,
1993). A turning point in distributed high performance computing was the I-WAY project — a short-term
demonstration of innovative science enabled by linking multiple supercomputers with high performance
networks (Korab & Brown, 1995). It demonstrated the possibilities to advance science and engineering
by linking supercomputers using high-speed networks.

In the late 1990s, the NASA Information Power Grid provided a production grid of multiple su-
percomputers connected by a high-speed network (Johnston, Gannon, & Nitzberg, 1999). Around this
time began also the concept of high throughput computing (HTC) with a software system called Condor
(Litzkow, Livny, & Mutka, 1988). HTC takes the approach of breaking a problem up into small pieces
of work and distributing them to multiple CPUs over network connections that may be relatively slow.
HTC best suits problems where relatively little communication is needed among the processors work-
ing together on a particular problem or simulation. Because HTC applications can operate relatively
efficiently on processors with little communication among the processors, HTC applications have always
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