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ABSTRACT

This chapter shows an approach for developing a method that uses case-based reasoning (CBR) for 
calculating trust levels in agents’ collaboration. The proposed development foresees all interactions 
between agents are considered in the updating process of general trust level. These collaborations are 
also stored in a CBR database. Each new interaction calculates a situational trust level based on similar 
cases. This trust level will be weighed against the global trust level, creating an indicator based on the 
requested collaboration without excluding the collaboration history.

INTRODUCTION

The interaction among people as well as the interaction among systems can, at times, be seen from 
similar perspectives. People and systems construct their relationship network supported by information. 
People have the ability to retain information about things and, based on that, pursue their requirements. 
Computational systems can also function in a similar manner; however, this is highly dependent upon 
how they were created. As time passes, a person may lose contact with someone or develop stronger ties 
if they see this relationship as favorable. Systems and agents can also cease to relate to other systems or 
start new relationships, but, for this, actions external to the agent or system may be necessary.

One of the feelings that can bring comfort to interpersonal relationships is trust. Based on this feel-
ing, people allow other people they trust to participate more frequently or intensely in their lives. The 
relationship between two systems is treated here as collaboration, where each agent, according to its 
computational purpose, executes operations requested by other agents. Computational systems, however, 
can have difficulties in evaluating their collaboration with other systems. Quantifying collaboration as 
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appropriate or detrimental can require complex algorithms and several exceptions to a given rule. The 
proposal presented here suggests the creation of a method which evaluates the relationship between two 
agents to generate a rating, called general trust rating.

All collaborations between agents are unique and generate equally unique results. These results can 
be seen as a history of the collaboration between agents. This history is rich in information which can 
be used to underpin the generation of a trust rating. For this, the information has to be stored. The more 
information that is stored, the more complex the process of extraction has to be. Due to this, a Case-Based 
Reasoning approach is used to store this information. The collaboration between agents generates a new 
case in the case database, which comprises the history of this collaboration. Whether this is beneficial 
or not for the agent can be concluded by reviewing the whole collaboration history. By using the method 
developed, the correlation of this history can be quantified, generating a trust rating.

This paper presents a method which was developed to quantify the relationship between agents through 
the generation of a rating. As in human relations, agents may have a high degree of trust in other agents 
when the relationship is analyzed from a wider perspective. Nevertheless, the agent is likely to have a 
different trust rating for specific activities due to the environment it is exposed to or to its purpose. In 
order to allow this differentiation, the proposed method uses case-based reasoning for each collaboration 
request to find similar previous collaboration. It selects from this base of previous collaboration cases 
those that were similar to the current demand, generating a situational trust rating for it. The weighting 
of the situational with the general trust rating allows evaluating the collaboration considering a particular 
situation as well as the history of collaboration between the agents.

In the following sections first we present some related work and how the important points are set in 
the proposed method. Then we illustrate how the method was implemented, where functionalities are 
separated into modules so as to provide segregation and isolation of these functionalities: we present 
the tests that were run and the obtained results that corroborate the efficiency of the method. Finally, 
we present our conclusions and some future work we have planned.

BACKGROUND

Related Work

The conceptual definition of an autonomous agent is understood as being something that perceives its 
environment through sensors (physical or virtual) and acts upon this environment through effectors (Russel 
& Norvig, 2003). These effectors can resolve problems or determine actions, acting on the environment 
to carry out sets of goals or tasks for which they were designed.

A multi-agent system (MAS) consists of a group of agents hosted in an environment where autono-
mous agents collaborate with other agents for solving problems (Challenger et al., 2016). Agents can be 
competitive - when an agent attempts to maximize its performance measures over those of other agents 
- or cooperative, when the agents function in such a manner that they complete their goals and tasks 
through the knowledge of other agents.

MAS are exploited in several contexts nowadays to provide e-services, as e-Commerce, e-Learning 
and so on. Those systems are distributed across the internet and are hosted by different companies or 
structures. Thus, they have a decentralized control and are subject to constant changes during their 



 

 

14 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/a-trust-case-based-model-applied-to-agents-

collaboration/213188

Related Content

Comprehending Algorithmic Bias and Strategies for Fostering Trust in Artificial Intelligence
U. Sidhi Menon, Theresa Sibyand Natchimuthu Natchimuthu (2024). Digital Technologies, Ethics, and

Decentralization in the Digital Era (pp. 286-305).

www.irma-international.org/chapter/comprehending-algorithmic-bias-and-strategies-for-fostering-trust-in-artificial-

intelligence/338876

Globalization and Entrepreneurship in the Industry 5.0 Era
Mohammad Izzuddin Mohammed Jamil (2023). Advanced Research and Real-World Applications of

Industry 5.0 (pp. 21-47).

www.irma-international.org/chapter/globalization-and-entrepreneurship-in-the-industry-50-era/324178

An Enhanced Approach for Multi-Modal Sentimental Analysis in Natural Language Processing
V. Vinitha, R. Jayanthi, S. Thirukumaran, Ramchand Vedaiyanand G. Raja (2023). Recent Developments

in Machine and Human Intelligence (pp. 73-89).

www.irma-international.org/chapter/an-enhanced-approach-for-multi-modal-sentimental-analysis-in-natural-language-

processing/330321

Digital Detox Movement in the Tourism Industry: Traveler Perspective
Mohammad Badruddoza Talukder, Firoj Kabir, Fahmida Kaiserand Farhana Yeasmin Lina (2024).

Business Drivers in Promoting Digital Detoxification (pp. 91-110).

www.irma-international.org/chapter/digital-detox-movement-in-the-tourism-industry/336744

Agent-Based Modelling of Emotional Goals in Digital Media Design Projects
James Marshall (2018). Innovative Methods, User-Friendly Tools, Coding, and Design Approaches in

People-Oriented Programming (pp. 262-284).

www.irma-international.org/chapter/agent-based-modelling-of-emotional-goals-in-digital-media-design-projects/203846

http://www.igi-global.com/chapter/a-trust-case-based-model-applied-to-agents-collaboration/213188
http://www.igi-global.com/chapter/a-trust-case-based-model-applied-to-agents-collaboration/213188
http://www.irma-international.org/chapter/comprehending-algorithmic-bias-and-strategies-for-fostering-trust-in-artificial-intelligence/338876
http://www.irma-international.org/chapter/comprehending-algorithmic-bias-and-strategies-for-fostering-trust-in-artificial-intelligence/338876
http://www.irma-international.org/chapter/globalization-and-entrepreneurship-in-the-industry-50-era/324178
http://www.irma-international.org/chapter/an-enhanced-approach-for-multi-modal-sentimental-analysis-in-natural-language-processing/330321
http://www.irma-international.org/chapter/an-enhanced-approach-for-multi-modal-sentimental-analysis-in-natural-language-processing/330321
http://www.irma-international.org/chapter/digital-detox-movement-in-the-tourism-industry/336744
http://www.irma-international.org/chapter/agent-based-modelling-of-emotional-goals-in-digital-media-design-projects/203846

