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ABSTRACT

This chapter compares forecasts of the median neighborhood prices of residential single-
family homes in Cambridge, Massachusetts, using parametric and nonparametric techniques.
Prices are measured over time (annually) and over space (by neighborhood). Modeling
variables characterized by space and time dynamics is challenging. Multi-dimensional
complexities—due to specification, aggregation, and measurement errors—thwart use of
parametric modeling, and nonparametric computational techniques (specifically genetic
programming and neural networks) may have the advantage. To demonstrate their efficacy,
forecasts of the median prices are first obtained using a standard statistical method: weighted
least squares. Genetic programming and neural networks are then used to produce two other
forecasts. Variables used in modeling neighborhood median home prices include economic
variables such as neighborhood median income and mortgage rate, as well as spatial
variables that quantify location. Two years’ out-of-sample forecasts comparisons of median
prices suggest that genetic programming may have the edge.

INTRODUCTION

Techniques to analyze, model, and forecast
spatiotemporal series are far from being estab-
lished. Although statistical methods that ana-
lyze, model, and forecast time series are estab-
lished, applying them to geographic or spatial
data may be problematic. Analysis of spatial
data using traditional econometric techniques

(such as regression or maximum likelihood)
may face spatial correlation, model
misspecification, and spatial heterogeneity prob-
lems that jeopardize the accuracy of results.
Further, advancements in spatial statistics do
not offer modeling solutions. They offer mea-
sures of global spatial correlation like the Moran
I and Geary’s c,  and of local spatial
autocorrelation like G and G* (Haining, 2003).
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If complex statistical modeling problems
hinder analyzing spatiotemporal data, it seems
logical and hopefully helpful to use techniques
that circumvent statistical estimation of model
parameters. This chapter examines whether
use of genetic programming (GP) or artificial
neural networks (ANNs) can produce appli-
cable and capable forecasting models. The
spatiotemporal variable to model and forecast
is annual residential single-family home median
neighborhood prices. Values of this variable
are discrete time series (collected over a num-
ber of years) representing 12 neighborhoods.
Model-dependent and independent variables’
values associated with space (neighborhoods)
are identified by i, where i = 1, …, n locations.
Values collected at equally spaced time inter-
vals are identified by t, where t = 1, …, T
periods. The objective is to model and forecast
the spatial univariate time series price variable
P

it
, where P

it
 is a K x 1 vector with K = n*T. A

general specification to adopt is:

it i t itP f (S , X , Z )=      (1)

where S
i
 is a set of spatial variables that vary

across regions (i) but not over time (t), X
t 
is a set

of time series variables that vary over time but
remain constant across regions, and Z

it
 are

spatiotemporal variables that vary over both.
It is well known that forecasting residential

housing prices is important. Decisions made by
lending institutions, tax assessors, and
homeowners or buyers are affected by the real
estate market dynamics and price predictions.
Yet, accurate price-predictions remain a chal-
lenge, perhaps because models that explain
variations in prices over time as well as be-
tween neighborhoods and among houses can be
rather complex. Most studies that forecast
prices of residential homes rely on property-
address-level detailed data. Details at property
level furnish housing attributes upon which
hedonic pricing models have been based for

decades. Applications of hedonic methods to
the housing markets are plenty; see Goodman
and Thibodeau (2003) for a recent application.
Advances based on hedonic methods include
work on geographically weighted regression
models (Fotheringham, Brunsdon, & Charlton,
2002) and work on local regression (or semi-
parametric) models (Clapp, Kim, & Gelfand,
2002). Bin (2004) compares parametric vs.
semi-parametric hedonic regression models.
Hedonic models can be viewed as representa-
tions of localized nano-detailed pricing algo-
rithms since they focus on small-scale varia-
tions. They are designed to capture the effects
of differences in housing attributes on prices.
Housing attributes include quantitative and quali-
tative characteristics of individual properties
such as age, square footage, with garage or not,
with air conditioning or not, and so forth, as well
as location factors that impact the price of a
house (Bin, 2004; Mason & Quigley, 1996).
These, however, do not explain temporal or
dynamical price changes.

Dynamical changes in housing prices are
determined by supply and demand forces. De-
terminants of demand such as income and
mortgage rate change over time. Such temporal
changes in determinants cause prices of all
residential houses to change over time, ceteris
paribus attributes. It is dynamical changes and
not attributes that cause appraisers to adjust the
price of the same exact house over time. They
adjust prices to reflect a known “current” neigh-
borhood median price while allowing for differ-
ences among properties. If this is the case, it is
reasonable to model local patterns of depen-
dency that capture the impact of large-scale
variations of inter-neighborhood temporal
changes in economic conditions on neighbor-
hood median prices first. What follows are
hedonic models that capture the impact of intra-
neighborhood variations to account for differ-
ences in age, square footage, and so on. A
neighborhood median price becomes one of the
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