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ABSTRACT

The term “memetic algorithm” was introduced by Moscato is an extension of the traditional genetic al-
gorithm. It uses a local search technique to reduce the likelihood of the premature convergence. Memetic
algorithms are intrinsically concerned with exploiting all available knowledge about the problem under
study. MAs are population-based metaheuristics. In this chapter we explore the applications of memetic
algorithms to problems within the domains of image processing, data clustering and Graph coloring,
i.e., how we can use the memetic algorithms in graph coloring problems, how it can be used in clustering
based problems and how it is useful in image processing. Here, we discuss how these algorithms can
be used for optimization problems. We conclude by reinforcing the importance of research on the areas
of metaheuristics for optimization.

INTRODUCTION

Optimization algorithms can be roughly divided into two categories: Exact algorithms and heuristics.
Exact algorithms are designed in such a way that they will find optimum solution in a finite amount of
time. However, for very difficult optimization problems (e.g. NP-hard) the finite amount of time may
increase exponentially with respect to the dimensions of the problem. Heuristics do nothave this guarantee,
and therefore generally return solutions that are worse than optimal. However, heuristic algorithms usu-
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ally find “good” solutions in a “reasonable” amount of time. The best solution cannot be found through
heuristics, but heuristics can find a realizable solution with limited time and information. For design
optimization using heuristics, however, an acceptable solution can be found, but there is no practical way
of determining how close to a global optimum the final design is (Coley and Schukat, 2002).

Many heuristic algorithms are very specific and problem-dependent. On the other hand, a meta-
heuristic is a high-level problem-independent algorithmic frame-work that provides a set of guidelines
or strategies to develop heuristic optimization algorithms. But a concrete definition has been elusive and
in practice many researchers and practitioners interchange these terms. Thus, the term metaheuristic is
also used to refer to a problem specific implementation of a heuristic optimization algorithm according
to the guidelines expressed in such a framework. In contrast to heuristics, meta-heuristics designate a
computational method that optimizes a problem by trying iteratively to improve a candidate solution
with regard to a given measure of quality. It can search very large option spaces of candidate solutions.

A metaheuristics is an algorithm designed to solve approximately a wide range of hard optimization
problems without having to deeply adapt to each problem. Indeed, the Greek prefix ‘‘Meta’’, present in
the name, is used to indicate that these algorithms are *‘higher level’” heuristics, in contrast with problem-
specific heuristics. Metaheuristics are generally applied to problems for which there is no satisfactory
problem-specific algorithm to solve those (Boussaid et al., 2013).

Memetic Algorithms

A memetic algorithm is an extension of the traditional genetic algorithm. It uses a local search technique
to reduce the likelihood of the premature convergence. The term “memetic algorithm” was introduced
by Moscato in his technical report in 1989. Memetic algorithms are intrinsically concerned with exploit-
ing all available knowledge about the problem under study. MAs are population-based metaheuristics.
This means that the algorithm maintain a population of solutions for the problem at hand, i.e., a pool
comprising several solutions simultaneously. Each of these solutions is termed “individual” in the EA
jargon, following the nature-inspired metaphor upon which these techniques are based

APPLICATIONS OF MEMETIC ALGORITHMS

In this section we discuss some of the applications of memetic algorithms.
Clustering

Clustering can be considered the most important unsupervised learning problem. Clustering is the
process of organizing objects into groups whose members are similar in some way. In this section, vari-
ous applications of clustering are mentioned. i.e., how memetic algorithms are used in clustering. The
essence of the clustering problem is to partition a set of objects into an a priori unknown number of
clusters while minimizing the within-cluster variability and maximizing the between cluster variability.
Data clustering is a common technique for statistical data analysis and has been used in a variety of
engineering and scientific disciplines such as biology (e.g., to study genome data (Baldi & Hatfield,
2002; Tavazoie et al., 1999; Wu, Liew, Yan & Yang, 2004) and computer vision; e.g. to segment images
(Frigui & Krishnapuram, 1999; Jain & Flynn, 1996; Shi& Malik, 2000).
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