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IntroductIon

Decision trees are part of the decision theory and are 
excellent tools in the decision-making process. Major-
ity of decision tree learning methods were developed 
within the last 30 years by scholars like Quinlan, 
Mitchell, and Breiman, just to name a few (Ozgulbas 
& Koyuncugil, 2006). There are a number of methods 
and sophisticated software used to graphically present 
decision trees. Decision trees have a great number of 
benefits and are widely used in many business functions 
as well as different industries. However there are also 
disagreements and various concerns as to how useful 
decision trees really are. As technology evolves so do 
decision trees. Therefore not only do many contro-
versies arise but also solutions and new proposals to 
these arguments. 

background

Decision trees date back to the early 1960’s, and were 
originated by C. I. Hovland and E. B. Hunt (Fu, 2000). 
Their book which was published in 1961 entitled, Pro-
gramming a Model of Human Concept Formation, was 
the earliest published discussion of a concept learning 
program (CLP). The topic of CLP was further expanded 
in the book titled, Experiment in Induction, of 1966 
which was written by E. B. Hunt, J. Marin, and P. J. 
Stone. This publication is considered a starting point to 
Ross Quinlan’s work, whose contribution to the decision 
tree theory is mainly credited to his ID3 and C4.5/5.0 
algorithms in the tree-based methods (Fu, 2000).

Decision trees are a useful technique for clas-
sification. Its core concept is based on the graph of 
decisions that presents possible consequences, with 
corresponding resource costs and risks, leading to the 
final conclusions. The main purpose of the decision 

tree is to make the decision-making process clearer and 
more understandable. They are also constructed to ease 
prediction about possible outcomes and alternatives of 
a specific situation. A set of “if-then” conditions allows 
the establishing of a final outcome. 

Decision trees deal only with predictive values and 
consist of “square decision nodes, circle probability 
nodes, and branches representing decision alternatives” 
(Taylor, 2004, p. 490). The process of constructing a 
tree involves computation of an expected value of each 
outcome and makes a decision based on these expected 
values. Such decision trees can be drawn simply on 
a piece of paper or go as far as to use sophisticated 
software in order to present more complex trees.  

maIn focus

advantages, problems with dts, and 
proposed solutions

No matter which method is used, decision trees share 
many advantages. They provide an illustration of the 
decision-making process, and therefore are simple 
to understand and interpret. They require little data 
preparation and apply to both nominal and categorical 
values. Thanks to statistical test and formulas, decision 
trees are reliable. They also perform well with large 
data in a short time. Decision tree learning can be ap-
plied in many different business functions like finance, 
marketing, or management and many others. It is also 
very useful across various industries. It has ascribed a 
particular importance in data mining. Algorithms like 
Chi-Square Automatic Interaction Detector, CHAID 
Decision Tree Algorithms, or CART are considered 
a specifically useful tool in data mining. Cambridge 
Business Review states that “from a business perspective 
decision trees can be viewed as creating a segmenta-
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tion of the original dataset: each segment would be 
one of the leaves of the tree (Ozgulbas & Koyuncugil, 
2006, p. 316)

While all of the advantages may make decision trees 
seem perfect, they are not. Currently, a few problems 
exist with the decision trees modern formation. One 
current problem exists in some large decisions that 
require many calculations which lead to inefficien-
cies. The calculation problem can easily be shown 
by a simple example. Zebda (2006) observed that a 
problem with two decisions, ten states of nature, and 
one-level signal would require 699 operations using the 
traditional decision trees approach. The same problem 
with two-level signal would require 7,399 operations to 
solve the problem using the traditional decision tree ap-
proach. This problem has led to researchers suggesting 
alternatives instead of decision trees to solve problems. 
Some researchers do not feel that the alternatives would 
work better than decision trees. These researchers feel 
that decision trees perform better in decision making 
and suggest a new modified decision tree method. 

The newly modified decision tree will alleviate the 
current calculation problem. The modified decision trees 
can decrease calculations needed by the traditional deci-
sion tree method by more than 75% in some examples. 
The modified decision trees can be used in the same 
situations as traditional decision trees. It can be used 
for single level and multi-level trees and symmetrical 
and non-symmetrical decision-making problems. Even 
with fewer calculations, the modified decision tree will 
still maintain the advantages of the traditional trees 
and make them more efficient than the current state of 
traditional decision trees. The modified decision tree 
helps fix the problem with excessive calculations and 
keeps the advantages of the traditional decision tree. 
It becomes more efficient, requires less work, and 
counters the claim of some researchers’ problems with 
traditional decision trees (Zebda, 2006). 

Also, there is the issue of “overfitting” rules with 
few data, limiting the predictive power of decision 
trees for previously unseen data (Quinlan, 1993). An-
other problem encountered in most trees is that they 
are axis-parallel, making them convenient to analyze 
but they may result in intricate and inaccurate trees if 
the “data can be partitioned by hyper-planes that are 
not axis-parallel” (Cantu-Paz & Kamath, 2003, p. 56). 
Cantu-Paz and Kamath (2003) evoked a revolutionary 
concept of oblique trees designed to reduce the flaws of 

the ordinary trees. Then, again, the data became more 
complex to analyze, requiring a pundit in the field for 
interpretation. 

recent deveLopment In decIsIon 
tree theory

genetic algorithm trees (ga trees)

The originality of a genetic algorithm, compared to 
other algorithms used in decision-tree building, is its 
reliance in addition to the variance of the tree’s accu-
racy, on the expected value of the classification, and a 
probabilistic method of measuring the performance of 
the tree (Fu, Golden, Lele, Raghavan, & Wasil, 2003). 
Also, genetic algorithms fundamentally emulate the 
natural Darwinian theory of “survival of the fittest”, 
based on a roulette wheel selection, involving a series of 
mutations and crossovers with the goal to yield the best 
trees (Michalewicz, 1996). An experiment conducted 
on 40 test subsets, repeated 10 times, by Fu (2006) 
and his colleagues revealed an average accuracy of 
78.71% for a GA tree. The main advantage of using GA 
trees is that large, complex analytical problems can be 
reformulated in a manner that is computationally more 

efficient than the original problem. Further, their coding 
aspect inherently takes care of most of the constraints 
associated with the scheduling problem. Results from 
a number of test problems demonstrate that genetic 
algorithms are able to find optimal schedules with a 
reasonable computational resource (Fu, Golden, Lele, 
Raghavan, & Wasil, 2003). 

orthogonal decision trees (odts)

Orthogonal decision trees, as the name implies, are a set 
of functionally orthogonal decision trees corresponding 
to the principal components of the underlying function 
space (Kargupta & Dutta, 2004). Their major advantage 
is that they offer an effective way to construct redun-
dancy-free ensembles that are easier to understand and 
apply. Also, they allow the monitoring of data streams 
from resource-constrained platforms such as PDAs, 
pocket PCs, and cell-phones where CPU computing 
power is limited. A special method  called “Fourier 
Spectra” is used to remove redundancies, yielding an 



 

 

4 more pages are available in the full version of this document, which may be

purchased using the "Add to Cart" button on the publisher's webpage: www.igi-

global.com/chapter/decision-trees/16704

Related Content

Students Perceptions on Distance Education in Ethiopian Higher Education: Exploring the

Experience of Haramaya University
Yilfashewa Seyoum (2012). International Journal of Online Pedagogy and Course Design (pp. 32-48).

www.irma-international.org/article/students-perceptions-distance-education-ethiopian/74172

The Collaborative Effort and Efficiency of Inquiry-Based Learning: Effect on the Teacher

Performance – The Role of Student Performance
Mahadi Hasan Miraz, Ferdoush Saleheen, Abu Sadat Muhammad Ashif, Mohammad Amzad Hossain,

Mohammad Tariq Hasan, Ha Jin Hwangand Anuwarul Kabir (2023). International Journal of Online Pedagogy

and Course Design (pp. 1-23).

www.irma-international.org/article/the-collaborative-effort-and-efficiency-of-inquiry-based-learning/323569

Study Skills in the Digital Age
Valerie J. Robnoltand Joan A. Rhodes (2014). Academic Knowledge Construction and Multimodal Curriculum

Development (pp. 256-264).

www.irma-international.org/chapter/study-skills-in-the-digital-age/94180

The Web-Supported Negotiation Game “Surfing Global Change”: Rules, History and Experiences
Gilbert Ahamer (2012). International Journal of Online Pedagogy and Course Design (pp. 60-85).

www.irma-international.org/article/web-supported-negotiation-game-surfing/65741

Fostering Early Literacy Skills with Technology
Pamela M. Sullivanand Marianne Baker (2014). Academic Knowledge Construction and Multimodal Curriculum

Development (pp. 219-229).

www.irma-international.org/chapter/fostering-early-literacy-skills-with-technology/94177

http://www.igi-global.com/chapter/decision-trees/16704
http://www.igi-global.com/chapter/decision-trees/16704
http://www.irma-international.org/article/students-perceptions-distance-education-ethiopian/74172
http://www.irma-international.org/article/the-collaborative-effort-and-efficiency-of-inquiry-based-learning/323569
http://www.irma-international.org/chapter/study-skills-in-the-digital-age/94180
http://www.irma-international.org/article/web-supported-negotiation-game-surfing/65741
http://www.irma-international.org/chapter/fostering-early-literacy-skills-with-technology/94177

