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ABSTRACT

The chapter proposes a general methodology on how to use data mining techniques to support total 
quality management especially related to the quality tools. The effectiveness of the proposed general 
methodology is demonstrated through their application. The goal of this chapter is to build the 7 new 
quality tools based on the rules that are “hidden” in the raw data of a database and to propose solutions 
and actions that will lead the organization under study to improve its business processes by evaluating 
the results. Four popular data-mining approaches (rough sets, association rules, classification rules and 
Bayesian networks) were applied on a set of 12.477 case records concerning vehicles damages. The set 
of rules and patterns that was produced by each algorithm was used as input in order to dynamically 
form each of the quality tools. This would enable the creation of the quality tools starting from the raw 
data and passing through the stage of data mining, using automatic software was employed.

INTRODUCTION

Nowadays, a sudden increase of data that is stored in electronic form within an organization or an organi-
sation is observed. This data constitutes the “historical files” of any process-activity that has taken place 
in the past and is digitally recorded and prompts each interested analyst to extract the useful information 
that is “hidden” inside. The application of mined knowledge in theoretical practices is capable of lead-
ing the analysts to a set of actions that will bring about the optimization of the organization’s processes.
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In the field of interest of the herein, the mined knowledge is represented by the data mining tech-
niques while the theoretical practices are represented by the quality tools, as main components of Total 
Quality Management (T.Q.M.).

The present work intends to demonstrate the applicability of data mining techniques in the quality 
tools formation. More specifically, the aim is the implementation of an automatic application, which is 
based on their feed with a specific type of information and this comes from the results of data mining 
techniques upon raw data. The final goal is the emergence of the sources of the problems and the provi-
sion of the likely solutions that will lead to the improvement of the business processes.

The quality tools are chosen as a guide for the process improvement because they are powerful, 
easy to use and simple to be dynamically constructed. Furthermore, they offer a better frame of quality 
management from the others. Finally, they are suitable for pointing out the sources of a problem and its 
possible solutions (Kolarik, 1995).

At a brief, the 7 new quality tools and their main functions are:

• Affinity Diagram: It concerns the systematization of large quantities of data in groups, accord-
ing to some form of affinity (Kanji and Asher, 1996). The regrouping adds structure in a big and 
complicated subject, categorises it and leads to the determination of a problem (Dahlgaard, et al, 
1998).

• Relationship Diagram: Its aim is the recognition, comprehension and simplification of complex 
relations (Dale, 1994).

• Systematic Diagram: The systematic diagram is a hierarchical graphic representation of the req-
uisite steps towards the achievement of a goal or project (tree diagram) (Dale, 1994). Its aim is 
the development of a sequence of steps, which compose the resolution of a problem (Mizuno, 
1988). Also, it has the ability to deconstruct a general problem in more specific ones, helping to 
understand their causes.

• Matrix Diagram: The matrix diagram aims to seek the clarification of relations between causes 
and effects (Dale, 1994). Moreover, it detects the reasons behind problems during a productive 
process (Mizuno, 1988).

• Arrow Diagram: The arrow diagram is used for the improved development project planning and 
maintains suitable control so that its goals will be achieved (Kanji and Asher 1996). Furthermore, 
the arrow diagram visualises the sequence of tasks that should be done until the final goal is 
reached. (Lindsay and Petrick 1997).

• Process Decision Program Chart - PDPC: The process decision program chart helps to focus 
on the likely solutions that will lead to the solution of a problem (Kanji and Asher 1996). It is 
mainly used for the planning of new or renewed actions which are complicated and it determines 
the processes which should be used, taking into account the succession of the events and the likely 
consequences (Lindsay and Petrick 1997).

• Matrix Data Analysis: The aim of matrix data analysis is the quantification of the data of the 
matrix diagram using methodologies of data analysis.

On the other hand, the data mining techniques were selected as the most suitable solution to the 
problem when a vast amount of data has to be dealt within a database. The main result of the data min-
ing techniques is the creation of rules and patterns based on the raw data. These rules will dynamically 
form the new quality tools.



 

 

16 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/business-process-improvement-through-data-

mining-techniques/150240

Related Content

A Literature Review on Cross Domain Sentiment Analysis Using Machine learning
Nancy Kansal, Lipika Goeland Sonam Gupta (2022). Research Anthology on Implementing Sentiment

Analysis Across Multiple Disciplines (pp. 1871-1886).

www.irma-international.org/chapter/a-literature-review-on-cross-domain-sentiment-analysis-using-machine-

learning/308580

Decision Rule Extraction for Regularized Multiple Criteria Linear Programming Model
DongHong Sun, Li Liu, Peng Zhang, Xingquan Zhuand Yong Shi (2011). International Journal of Data

Warehousing and Mining (pp. 88-101).

www.irma-international.org/article/decision-rule-extraction-regularized-multiple/55080

The All Patient Refined Diagnosis Related Group
Patricia Cerrito (2010). Text Mining Techniques for Healthcare Provider Quality Determination: Methods for

Rank Comparisons  (pp. 202-238).

www.irma-international.org/chapter/all-patient-refined-diagnosis-related/36637

Hybridization of Biogeography-Based Optimization and Gravitational Search Algorithm for

Efficient Face Recognition
Lavika Goel,  Lavanya B.and Pallavi Panchal (2019). Advanced Metaheuristic Methods in Big Data

Retrieval and Analytics (pp. 258-279).

www.irma-international.org/chapter/hybridization-of-biogeography-based-optimization-and-gravitational-search-

algorithm-for-efficient-face-recognition/216102

Deep Learning for Social Media Text Analytics
Anto Arockia Rosaline R.and Parvathi R. (2022). Research Anthology on Implementing Sentiment Analysis

Across Multiple Disciplines (pp. 816-835).

www.irma-international.org/chapter/deep-learning-for-social-media-text-analytics/308521

http://www.igi-global.com/chapter/business-process-improvement-through-data-mining-techniques/150240
http://www.igi-global.com/chapter/business-process-improvement-through-data-mining-techniques/150240
http://www.irma-international.org/chapter/a-literature-review-on-cross-domain-sentiment-analysis-using-machine-learning/308580
http://www.irma-international.org/chapter/a-literature-review-on-cross-domain-sentiment-analysis-using-machine-learning/308580
http://www.irma-international.org/article/decision-rule-extraction-regularized-multiple/55080
http://www.irma-international.org/chapter/all-patient-refined-diagnosis-related/36637
http://www.irma-international.org/chapter/hybridization-of-biogeography-based-optimization-and-gravitational-search-algorithm-for-efficient-face-recognition/216102
http://www.irma-international.org/chapter/hybridization-of-biogeography-based-optimization-and-gravitational-search-algorithm-for-efficient-face-recognition/216102
http://www.irma-international.org/chapter/deep-learning-for-social-media-text-analytics/308521

