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ABSTRACT

In this chapter, a scientific tool designed to facilitate fair comparisons of heuristics is introduced. Making 
a fair comparison of the performance of different algorithms is a general problem for the heuristic 
community. Most of the works on experimental analysis of heuristic algorithms have been focused on 
tabular comparisons of experimental results over standard sets of benchmark instances. However, from 
a statistical point of view, and according to the experimental design theory, a minimum requirement to 
compare heuristic algorithms is the use of non-parametric tests. Non-parametric tests can be used for 
comparing algorithms whose results represent average values, in spite of the inexistence of relation-
ships between them, and explicit conditions of normality, among others. The proposed tool, referred to 
as VisTHAA, incorporates four non-parametric statistical tests to facilitate the comparative analysis of 
heuristics. As a case study, VisTHAA is applied to analyze the published results for the best state-of-the-
art algorithms that solve the one-dimensional Bin Packing Problem.
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INTRODUCTION

Many real-world problems are NP-hard, i.e. it is believed that there is no exact algorithm that solves 
them, and whose running time does not increase exponentially with the problem size (Garey & Johnson, 
1979). There are two ways to attack the NP-hard problems. The first one is using exact methods that 
require exponential computational time. The second way, the most used in practice for large problems, 
corresponds to the use of heuristic algorithms, commonly called heuristics. Heuristics are procedures 
for which it is not possible to prove that the optimal solution will be obtained in finite time. Hence, a 
heuristic can be considered as a rule of thumb for guiding the solution search, achieving a good perfor-
mance in terms of runtime and solution quality.

Heuristic algorithms include strategies based on common sense to provide approximate solutions in 
a reasonable time, but do not guarantee the optimal solution. Throughout the search for the best possible 
solutions for NP-hard problems, a wide variety of heuristic algorithms have been proposed. However, the 
“No free lunch” theorem (Wolpert & Macready, 1997) states that there is no efficient algorithm being 
better in behavior for all possible situations.

Metaheuristic algorithms are a special class of heuristics that include general algorithmic frameworks 
that can be applied to an extensive range of problems for producing heuristics of specific purpose. 
Generally, the principle of guided search of a metaheuristic is inspired by some natural phenomena. For 
example, in the case of evolutionary algorithms, they are based on genetic inheritance, and the Darwin-
ian metaphor of “Natural Selection”.

The behavior of a metaheuristic is controlled by a set of components and parameters that are set to 
induce a desirable performance on a given optimization problem. When a metaheuristic is applied to 
a particular NP-hard problem, some modules need to be developed and some parameters need to be 
tuned. These two problems are called structural and parametric setting, respectively; the combination 
of these two problems is called tuning. The tuning process is crucial for optimizing a metaheuristic; the 
choice of values for the search parameters has a substantial impact on the performance of the procedure 
(Halim, 2009).

Heuristic algorithms are too complex to be studied analytically, but become accessible through an 
experimental analysis. In many cases, the design and tuning of metaheuristics are made manually and 
without theoretical support, hindering the understanding of their good or bad performance (Snodgrass, 
2010). From a scientific perspective, a new algorithmic proposal must demonstrate an improvement in 
performance when comparing with the state-of-the-art algorithms, making a series of computational 
experiments and demonstrating statistical validity (Adenso-Diaz & Corral, 2007). Several situations 
have hampered the fair comparison between algorithms, including: the lack of standard test cases; the 
lack of standards for reporting computational experiments; incomplete and heterogeneous experimental 
results addressing one problem, presenting a single result, or using different equipment with unstan-
dardized processing time, among others; and the ignorance of the most appropriate statistical test to 
validate results. Currently there are many attempts to rectify this situation. Guides to properly report 
computational experiments are presented in (Crowder et al., 1979; McGeoch, 2007; Preuss, 2007). A 
simple methodology for scaling different computer equipments is reported in (Quiroz-Castellanos et 
al., 2015). Some guides to identify the most appropriate statistical test can be found in (Adenso-Diaz & 
Corral, 2007; Derrac et al., 2011).
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