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Predictive Analytics of 
Social Networks:

A Survey of Tasks and Techniques

ABSTRACT

In this chapter, the authors survey the general problem of analyzing a social network in order to make 
predictions about its behavior, content, or the systems and phenomena that generated it. They begin by 
defining five basic tasks that can be performed using social networks: (1) link prediction; (2) pathway 
and community formation; (3) recommendation and decision support; (4) risk analysis; and (5) planning, 
especially causal interventional planning. Next, they discuss frameworks for using predictive analyt-
ics, availability of annotation, text associated with (or produced within) a social network, information 
propagation history (e.g., upvotes and shares), trust, and reputation data. They also review challenges 
such as imbalanced and partial data, concept drift especially as it manifests within social media, and 
the need for active learning, online learning, and transfer learning. They then discuss general method-
ologies for predictive analytics involving network topology and dynamics, heterogeneous information 
network analysis, stochastic simulation, and topic modeling using the abovementioned text corpora. They 
continue by describing applications such as predicting “who will follow whom?” in a social network, 
making entity-to-entity recommendations (person-to-person, business-to-business [B2B], consumer-to-
business [C2B], or business-to-consumer [B2C]), and analyzing big data (especially transactional data) 
for Customer Relationship Management (CRM) applications. Finally, the authors examine a few specific 
recommender systems and systems for interaction discovery, as part of brief case studies.
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1. INTRODUCTION: PREDICTION 
IN SOCIAL NETWORKS

Social networks provide a way to anticipate, 
build, and make use of links, by representing 
relationships and propagation of phenomena 
between pairs of entities that can be extended to 
large-scale dynamical systems. In its most general 
form, a social network can capture individuals, 
communities or other organizations, and propaga-
tion of everything from information (documents, 
memes, rumors) to infectious pathogens. This 
representation facilitates the study of patterns in 
the formation, persistence, evolution, and decay 
of relationships, which in itself forms a type of 
dynamical system, and also supports modeling 
of temporal dynamics for events that propagate 
across a network.

In this first section, we survey goals of predic-
tive analytics using a social network, outline the 
specific tasks that motivate the use of graph-based 
models of social networks, and discuss the gen-
eral state-of-the-field in data science as applied 
to prediction.

1.1 Overview: Goals of Prediction

In general, time series prediction aims to generate 
estimates for variables of interest that are associ-
ated with future states of some domain. These 
variables frequently represent a continuation of the 
input data, modeled under some assumptions about 
how the future data are distributed as a function 
of the history of past input, plus exogenous fac-
tors such as noise. The term forecasting refers to 
this specific type of predictive task. (Gershenfeld 
& Weigend, 1994) Acquiring the information to 
support this operation is known as modeling and 
frequently involves the application of machine 
learning and statistical inference. A further goal 
of the analytical process that informs this model 
is understanding the way in which a generative 

process changes over time; in some scenarios, this 
means estimating high level parameters or espe-
cially structural elements of the time series model.

Getoor (2003) introduces the term link mining 
to describe a specialized form of data mining: 
analyzing a network structure to discover novel, 
useful, and comprehensible relationships that are 
often latent, i.e., not explicitly described. Proto-
typical link mining tasks, as typified by the three 
domains that Getoor surveys, include modeling 
collections of web pages, bibliographies, and the 
spread of diseases. Each member of such a col-
lection represents one entity. In the case of web 
page networks, links can be outlinks directed from 
a member page to another page, inlinks directed 
from another page to a member page, or co-citation 
links indicating that some page contains outlinks 
to both endpoints of a link. Bibliography or cita-
tion networks model paper-to-paper citations, 
co-author sets, author-to-institution links, and 
paper-to-publication relationships. Epidemiologi-
cal domains are often represented using contact 
networks, which represent individual organisms 
(especially humans or other animals) using nodes 
and habitual or incidental contact using links. 
Spread models extend this graphical representa-
tion by adding information about incubation and 
other rates and time-dependent events.

Getoor and Diehl (2005) further survey the task 
of link mining, taxonomizing tasks into abstract 
categories such as object-based, link-based, and 
graph-based. Object-based tasks, used often in 
information retrieval and visualization, include 
ranking, classification, group detection (one 
instance of which is community detection), and 
identification (including disambiguation and de-
duplication). Link-based tasks, which we discuss 
in depth in this article, include the modeling task 
of link prediction – deducing or calculating the 
likelihood of a future link between two candidate 
entities, based on their individual attributes and 
mutual associations. Graph-based tasks include 
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