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INTRODUCTION

The application of Machine Learning (ML) and Data 
Mining (DM) tools to classification and regression tasks 
has become a standard, not only in research but also in 
administrative agencies, commerce and industry (e.g., 
finance, medicine, engineering). Unfortunately, due 
in part to the number of available techniques and the 
overall complexity of the process, users facing a new 
data mining task must generally either resort to trial-
and-error or consultation of experts. Clearly, neither 
solution is completely satisfactory for the non-expert 
end-users who wish to access the technology more 
directly and cost-effectively.

What is needed is an informed search process to 
reduce the amount of experimentation with different 
techniques while avoiding the pitfalls of local optima 
that may result from low quality models. Informed 
search requires meta-knowledge, that is, knowledge 
about the performance of those techniques. Meta-
learning provides a robust, automatic mechanism for 
building such meta-knowledge. One of the underlying 
goals of meta-learning is to understand the interaction 
between the mechanism of learning and the concrete 
contexts in which that mechanism is applicable. Meta-
learning differs from base-level learning in the scope of 
adaptation. Whereas learning at the base-level focuses 
on accumulating experience on a specific learning 
task (e.g., credit rating, medical diagnosis, mine-rock 
discrimination, fraud detection, etc.), learning at the 
meta-level is concerned with accumulating experi-
ence on the performance of multiple applications of 
a learning system. 

The meta-knowledge induced by meta-learning 
provides the means to inform decisions about the 
precise conditions under which a given algorithm, or 
sequence of algorithms, is better than others for a given 
task. While Data Mining software packages (e.g., SAS 
Enterprise Miner, SPSS Clementine, Insightful Miner, 
PolyAnalyst, KnowledgeStudio, Weka, Yale, Xelopes) 
provide user-friendly access to rich collections of algo-
rithms, they generally offer no real decision support to 
non-expert end-users. Similarly, tools with emphasis 
on advanced visualization help users understand the 
data (e.g., to select adequate transformations) and the 
models (e.g., to tweak parameters, compare results, and 
focus on specific parts of the model), but treat algorithm 
selection as a post-processing activity driven by the users 
rather than the system. Data mining practitioners need 
systems that guide them by producing explicit advice 
automatically. This chapter shows how meta-learning 
can be leveraged to provide such advice in the context 
of algorithm selection.

BACKGROUND

STABB is an early precursor of meta-learning sys-
tems in the sense that it was the first to show that a 
learner’s bias can be adjusted dynamically (Utgoff, 
1986). VBMS may be viewed as the first simple 
meta-learning system (Rendell et al., 1989). It learns 
to choose one of three symbolic learning algorithms 
as a function of the number of training instances and 
the number of features. The StatLog project extended 
VBMS significantly by considering a larger number of 
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dataset characteristics, together with a broad class of 
candidate models and algorithms for selection (Brazdil 
& Henery, 1994). The aim was to characterize the 
space in which a given algorithm achieves positive 
generalization performance.

The MLT project focused on the practice of ma-
chine learning and produced a toolbox consisting of a 
number of learning algorithms, datasets, standards and 
know-how (Kodratoff et al., 1992; Craw et al., 1992). 
Considerable insight into many important machine 
learning issues was gained during the project, much of 
which was translated into meta-rules that formed the 
basis of a kind of user-guidance expert system called 
Consultant-2.

Born out of practical challenges faced by research-
ers at Daimler Benz AG (now), CITRUS is perhaps 
the first implemented system to offer user guidance 
for the complete data mining process, rather than for 
a single phase of the process (Engels, 1996; Wirth 
et al., 1997). Algorithm selection takes place in two 
stages, consisting of: 1) mapping tasks to classes of 
algorithms, and 2) selecting an algorithm from the 
selected class. The mapping stage is driven by decom-
position and guided by high-level pre/post-conditions 
(e.g., interpretability). The selection stage consists 
of using data characteristics (inspired by the Statlog 
project) together with a process of elimination (called 

“strike-through”), where algorithms that do not work 
for the task at hand are successively eliminated until 
the system finds one applicable algorithm. Although 
there is no meta-learning in the traditional sense in 
CITRUS, there is still automatic guidance beyond the 
user’s own input.

Finally, theoretical results, such as the NFL theo-
rems and their consequences have helped in identify-
ing limitations and opportunities for meta-learning 
(Schaffer, 1994; Wolpert & Macready, 1995; Wolpert, 
2001). Additionally, extensive empirical studies have 
confirmed the theory, and provided additional insight 
into learning that may serve both as a source of direct 
meta-knowledge and as input to meta-learning (Aha, 
1992; Holte, 1993; Lim et al., 2000).1

MAIN FOCUS

Meta-learning, in the context of model selection, con-
sists of applying learning mechanisms to the problem 
of mapping learning tasks to algorithms. Let L be a set 
of learning algorithms and T be a set of learning tasks 
such that for each t in T, bL(t) represents the algorithm 
in L that performs best on t for some user-defined per-
formance criterion (e.g., predictive accuracy, execution 
time).2 Since learning tasks may be unwieldy to handle 

Figure 1. Meta-dataset construction



 

 

7 more pages are available in the full version of this document, which may be

purchased using the "Add to Cart" button on the publisher's webpage: www.igi-

global.com/chapter/meta-learning/10976

Related Content

Mining Generalized Association Rules in an Evolving Environment
Wen-Yang Linand Ming-Cheng Tseng (2009). Encyclopedia of Data Warehousing and Mining, Second Edition

(pp. 1268-1274).

www.irma-international.org/chapter/mining-generalized-association-rules-evolving/10985

Deep Web Mining through Web Services
Monica Maceliand Min Song (2009). Encyclopedia of Data Warehousing and Mining, Second Edition (pp. 631-

637).

www.irma-international.org/chapter/deep-web-mining-through-web/10887

Mass Informatics in Differential Proteomics
Xiang Zhang, Seza Orcun, Mourad Ouzzaniand Cheolhwan Oh (2009). Encyclopedia of Data Warehousing

and Mining, Second Edition (pp. 1176-1181).

www.irma-international.org/chapter/mass-informatics-differential-proteomics/10971

Seamless Structured Knowledge Acquisition
Päivikki Parpola (2009). Encyclopedia of Data Warehousing and Mining, Second Edition (pp. 1720-1726).

www.irma-international.org/chapter/seamless-structured-knowledge-acquisition/11050

Mining 3D Shape Data for Morphometric Pattern Discovery
Li Shenand Fillia Makedon (2009). Encyclopedia of Data Warehousing and Mining, Second Edition (pp. 1236-

1242).

www.irma-international.org/chapter/mining-shape-data-morphometric-pattern/10980

http://www.igi-global.com/chapter/meta-learning/10976
http://www.igi-global.com/chapter/meta-learning/10976
http://www.irma-international.org/chapter/mining-generalized-association-rules-evolving/10985
http://www.irma-international.org/chapter/deep-web-mining-through-web/10887
http://www.irma-international.org/chapter/mass-informatics-differential-proteomics/10971
http://www.irma-international.org/chapter/seamless-structured-knowledge-acquisition/11050
http://www.irma-international.org/chapter/mining-shape-data-morphometric-pattern/10980

