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RIP Technique for Frequent Itemset Mining

INTRODUCTION

Data mining is a rapidly expanding field being 
applied in many disciplines, ranging from remote 
sensing to geographical information systems, 
computer cartography, environmental assess-
ment and planning. Rule mining is a powerful 
technique used to discover interesting associa-
tions between attributes contained in a database 
(Han et al., 2006). Association rules can have one 
or several output attributes. An output attribute 
from one rule can be used as the input of another 
rule. Association rules are thus useful, both for 
obtaining an idea of what concept structures exist 
in the data (as with unsupervised clustering) and 
for model creation. In the second instance, the 
generated rules provide the underlying concepts 
used in the construction of decision trees and 
even neural networks, although this is carried out 
by the automated learning process. Sequential 
Pattern Mining also comes in Association rule 
mining For a given transaction database D, an 
association rule is an expression of the form X 
→Y, where X and Y are subsets of attributed set 
A. The rule X →Y holds with confidence t, if t% 
of transactions in D that support X also support 
Y. The rule X →Y has support δ in the transac-
tion set D if δ% of transactions in D support X ∪ 
Y. Association rule mining can be divided into 
two steps. In first step, frequent patterns with 
respect to support threshold (known as min sup) 
are mined. In second step, association rules are 
generated with respect to minimum confidence. 
Many variants of the ARM based algorithm have 
been developed.

Proposed technique is termed as Relative Item 
Path (RIP) based ARM. It creates an innovative 
graphical structure that is dynamically updated 

for each transaction in order to determine as-
sociated frequent itemset. This technique scores 
over existing efficient techniques, which had 
been proposed in recently year. In this proposed 
technique, each transaction updates the existing 
graph created by previous transactions, modify-
ing the RIP value associated with the link. The 
number of scans of database that are required for 
determining the association of frequent itemset is 
reduced, saving a great deal of time consumed in 
database access. The unique feature of the created 
RIP graph is that it contains nodes equal to total 
number of items only. This significantly reduces 
the processing time and memory space required 
for ARM. The technique works optimally for small 
and moderate size database. Large databases give 
rise to enhanced RIP, which are cumbersome in 
updating. Still, saving in number of access of 
database and efficient handling of generated RIP 
graph achieved by the proposed technique make it 
a strong candidate for determining ARM.

BACKGROUND

The introduction of frequent itemsets (Agrawal et 
al., 1993), one of the first algorithms proposed for 
association rules mining was the AIS algorithm. 
The problem of association rules mining was 
introduced as well. This algorithm was improved 
later to obtain the Apriori algorithm (Agrawal et 
al., 1994).

The Apriori algorithm performs a breadth-first 
search. Apriori algorithm is a layered search itera-
tive method based on frequency set theory, The 
core idea is searching for (k+1) item sets through 
the k item sets, resulting in finding the relation-
ship between database project, in order to form 
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the rules. This algorithm includes two steps. The 
first step is to identify all the frequent item sets, 
eliminating items having support degree not less 
than the minimum support degree, which the user 
specifies; The second step is generation of associa-
tion rules using frequent itemsets found in step 
one. In practical applications, Apriori algorithm 
has some shortcomings. Multiple scanning of 
database raises time complexity of the algorithm. 
If the database is very large, it may produce nu-
merous candidates, causing next stage process to 
become time costlier, which further increases the 
time complexity. Therefore, in order to improve 
the efficiency of the Apriori algorithm, a new 
efficient mining algorithm without candidate 
set was proposed. Many variants of the Apriori 
algorithm have been developed, such as Aprior-
iTid, Apriori Hybrid, direct hashing and pruning 
(DHP), dynamic itemset counting (DIC), Partition 
algorithm, etc (Agrawal et al., 1993; Srikant et 
al., 1996). Apriori algorithm based approaches 
encounter the problem that multiple scans of the 
database are required in order to determine; which 
candidates are actually frequent.

Due to the shortcomings of Apriori algorithm 
another algorithm known as FP tree algorithm 
was proposed (Han et al., 2000). This approach 
follows divide and conquer strategy and produces 
frequent set from FP tree. The highly condensed 
data structure: FP tree benefits FP-Growth with 
better performance than the Apriori-like algo-
rithms. It is about an order of magnitude faster 
than Apriori algorithm. FP Tree data structure is 
developed for storing patterns from the transac-
tion database. FP-Growth requires two database 
scans for FP tree construction. During first scan, it 
finds set of ordered frequent items. A transactional 
pattern base is constructed during this first scan. 
During second scan, FP tree is constructed. This 
Transactional pattern base is substantially smaller 
in size than the transactional database without 
loss of any information required for building the 
FP tree. FP tree is constructed by scanning the 
transactional pattern base instead of transactional 
database. This is done by generating first con-

ditional pattern from FP tree. From conditional 
pattern finally, frequent patterns are extracted. 
FP-Growth too has some deficiencies. It needs 
to recursively create huge amounts of conditional 
pattern bases and corresponding conditional FP 
tree during mining process. When the dataset is 
huge, both the memory usage and computational 
cost are expensive. FP tree is normally smaller 
in size in comparison with original database. 
Sometimes even the FP tree itself cannot meet 
the memory requirement. Because of the huge 
storage requirement having limited speed of the 
sequential FP-Growth, parallel algorithm becomes 
essential for large scale data warehouse mining. 
Most previous studies (Zaiane et al., 2001; Liu et 
al., 2007) parallelized the FP-Growth algorithm 
in a shared memory system.

A related method termed as QFP based ARM, 
was presented in (Juan et al., 2010). Through scan-
ning the database only once, these algorithm can 
convert a transaction database into a QFP tree after 
data pre processing, and then do the association 
rule mining of the tree. This algorithm performs 
better than FP-Growth algorithm, and retains the 
complete information for mining frequent patterns. 
It does not destroy the long pattern of any trans-
action and significantly reduce the non-relevant 
information. Previous approaches in this direction 
were (Grahne, 2000; Pasquier et al., 2005).

An alternative mining task of mining top-k 
frequent closed itemsets of length no less than 
min_l has been taken up in (Wang et al., 2005). 
Here k is the desired number of frequent closed 
itemsets to be mined, and min_l is the minimal 
length of each itemset. An efficient algorithm, 
called TFP, is developed for mining such itemsets 
without mins_support. Starting at min_support = 
0 and by making use of the length constraint and 
the properties of top-k frequent closed itemsets, 
min_support can be raised effectively and FP tree 
can be pruned dynamically both during and after 
the construction of the tree using two proposed 
methods: the closed node count and descendant_
sum. Moreover, mining is further speeded up by 
employing a top-down and bottom-up combined 
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