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Biased Randomization of 
Classical Heuristics

INTRODUCTION

In the context of combinatorial optimization 
problems, this chapter discusses how to random-
ize classical heuristics in order to transform these 
deterministic procedures into more efficient proba-
bilistic algorithms. This randomization process 
can be performed by using a uniform probability 
distribution or, even more interesting, by using a 
non-symmetric distribution.

Combinatorial Optimization Problems (COPs) 
have posed numerous challenges to the human 
mind throughout the past decades. From a theo-
retical perspective, they have a well-structured 
definition consisting of an objective function 
that needs to be minimized or maximized, and a 
series of constraints that must be satisfied. From 
a theoretical point of view, these problems have 
an interest on their own due to the mathematics 
involved in their modeling, analysis and solution. 
However, the main reason for which they have 
been so actively investigated is the tremendous 
amount of real-life applications that can be suc-
cessfully modeled as a COP. Thus, for example, 
decision-making processes in fields such as lo-
gistics, transportation, and manufacturing contain 
plentiful hard challenges that can be expressed as 

COPs (Faulin et al., 2012; Montoya et al., 2011). 
Accordingly, researchers from different areas 
–e.g. Applied Mathematics, Operations Research, 
Computer Science, and Artificial Intelligence– 
have directed their efforts to conceive techniques 
to model, analyze, and solve COPs.

A considerable number of methods and al-
gorithms for searching optimal or near-optimal 
solutions inside the solution space have been 
developed. In some small-sized problems, the solu-
tion space can be exhaustively explored. For those 
instances, efficient exact methods can usually 
provide the optimal solution in a reasonable time. 
Unfortunately, the solution space in most COPs is 
exponentially astronomical. Thus, in medium- or 
large-size problems, the solution space is too large 
and finding the optimum in a reasonable amount of 
time is not a feasible task. An exhaustive method 
that checks every single candidate in the solution 
space would be of very little help in these cases, 
since it would take exponential time. Therefore, a 
large amount of heuristics and metaheuristics have 
been developed in order to obtain near-optimal 
solutions, in reasonable computing times, for 
medium- and large-size problems, some of them 
even considering realistic constraints.
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The main goal of this chapter is to present a 
hybrid scheme which combines classical heuristics 
with biased-randomization processes. As it will 
be discussed later, this hybrid scheme represents 
an efficient, relatively simple, and flexible way 
to deal with several COPs in different fields, even 
when considering realistic constraints.

BACKGROUND

In the context of this chapter, we will refer to any 
algorithm which makes use of pseudo-random 
numbers to perform ‘random’ choices during 
the exploration of the solution space by the term 
randomized search method, or simply randomized 
algorithm. This includes most current metaheuris-
ics and stochastic local-search processes. Thus, 
since it does not follow a determinist path, even for 
the same input, a randomized search method can 
produce different outputs in different runs. Within 
these type of algorithms we can include, among 
others, the Genetic and Evolutionary Algorithms 
(Reeves, 2010), Simulated Annealing (Nikolaev 
& Jacobson, 2010), Greedy Randomized Adaptive 
Search Procedure or GRASP (Festa & Resende, 
2009a, 2009b), Variable Neighborhood Search 
(Hansen et al, 2010), Iterated Local Search 
(Lourenço et al., 2010), Ant Colony Optimiza-
tion (Dorigo &Stützle, 2010), Probabilistic Tabu 
Search (Lokketangen & Glover, 1998), or Particle 
Swarm Optimization (Kennedy & Eberhart, 1995).

One of the most popular randomized search 
methods is GRASP (Resende & Ribeiro 2010). 
Roughly speaking, GRASP is a multi-start or itera-
tive process which uses uniform random numbers 

and a restricted candidate list to explore the solu-
tion space (Figure 1). At each iteration, two phases 
are executed: (a) the construction phase, which 
generates a new solution by randomizing a classical 
heuristic; and (b) a local search phase, which aims 
at improving the previously constructed solution. 
At the end of this multi-start process, the best 
found solution is kept as the result.

It is interesting to notice that most of the work 
on randomized algorithms is based on the use of 
‘uniform randomness’, i.e.: randomness is gener-
ated throughout a symmetric (non-biased) uniform 
distribution. Thus, when we talk about biased 
randomization, we refer to the use of probability 
distributions –other than the uniform– which do not 
distribute probabilities in a symmetric shape but 
in a skewed one. Of course, these non-symmetric 
(skewed) distributions can also be used to induce 
‘biased randomness’ into an algorithm. As a matter 
of fact, as far as we know, the first approach based 
on the use of biased randomization of a classical 
heuristic is due to Bresina (1996). This author 
proposes a methodology called Heuristic-Biased 
Stochastic Sampling (HBSS), which performs a 
biased iterative sampling of the search tree accord-
ing to some heuristic criteria. Bresina applies the 
HBSS to a scheduling problem, and concludes that 
this approach outperforms greedy search within 
a small number of samples.

More recently, Juan et al. (2011a) proposed the 
use of non-symmetric probability distributions to 
induce randomness in classical heuristics. Their 
general framework was called Multi-start biased 
Randomization of classical Heuristics with Adap-
tive local search (MIRHA). On this approach, the 
authors propose to combine classical greedy heu-
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Figure 1. General pseudo-code for GRASP



 

 

9 more pages are available in the full version of this document, which may be

purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/biased-randomization-of-classical-

heuristics/107236

Related Content

The Effect of Individual Analytical Orientation and Capabilities on Decision Quality and Regret
Marcos Paulo Valadares de Oliveira, Kevin P. McCormack, Marcelo Bronzoand Peter Trkman (2022).

International Journal of Business Analytics (pp. 1-19).

www.irma-international.org/article/the-effect-of-individual-analytical-orientation-and-capabilities-on-decision-quality-and-

regret/288510

Towards Private-Public Research Partnerships Combining Rigor and Relevance in DWH/BI

Research: The Competence Center Approach
Anne Cleven, Robert Winterand Felix Wortmann (2010). International Journal of Business Intelligence

Research (pp. 60-71).

www.irma-international.org/article/towards-private-public-research-partnerships/43682

e-Supply Network: The Design of Intelligent Agents for Buyer-Supplier-Supplier Coordination
Shima Mohebbi, Rasoul Shafaeiand Namjae Cho (2011). Electronic Supply Network Coordination in

Intelligent and Dynamic Environments: Modeling and Implementation  (pp. 250-268).

www.irma-international.org/chapter/supply-network-design-intelligent-agents/48913

Comparing Conventional and Artificial Neural Network Models for the Pricing of Options
Paul Lajbcygier (2002). Neural Networks in Business: Techniques and Applications  (pp. 220-235).

www.irma-international.org/chapter/comparing-conventional-artificial-neural-network/27269

Anticipatory Standards Development and Competitive Intelligence
Françoise Bousquet, Vladislav V. Fominand Dominique Drillon (2011). International Journal of Business

Intelligence Research (pp. 16-30).

www.irma-international.org/article/anticipatory-standards-development-competitive-intelligence/51556

http://www.igi-global.com/chapter/biased-randomization-of-classical-heuristics/107236
http://www.igi-global.com/chapter/biased-randomization-of-classical-heuristics/107236
http://www.irma-international.org/article/the-effect-of-individual-analytical-orientation-and-capabilities-on-decision-quality-and-regret/288510
http://www.irma-international.org/article/the-effect-of-individual-analytical-orientation-and-capabilities-on-decision-quality-and-regret/288510
http://www.irma-international.org/article/towards-private-public-research-partnerships/43682
http://www.irma-international.org/chapter/supply-network-design-intelligent-agents/48913
http://www.irma-international.org/chapter/comparing-conventional-artificial-neural-network/27269
http://www.irma-international.org/article/anticipatory-standards-development-competitive-intelligence/51556

