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INTRODUCTION

The stock market, like other economic phenomena, is a
very complex system. Many factors, such as company
news, interest rates, macro economic data, and inves-
tors’ hopes and fears, all affect its behavior (Pring,
1991; Sharpe, Alexander, & Bailey, 1999). Investors
have longed for tools and algorithms to analyze and
predict stock market movement. In this study, we com-
bine a financial theory, the market efficiency theory,
and a data mining technique to explore profitable trading
patterns in the stock market. To observe the price oscil-
lation of several consecutive trading days, we examine
the K-lines, each of which represents a stock’s one-day
movement. We will use a data mining technique with a
heuristic rating algorithm to mine for reliable patterns
indicating price rise or fall in the near future.

BACKGROUND

Methods of Stock Technical Analysis

Conventional stock market technical analysis is often
done through visually identifying patterns or indicators
on the stock price and volume charts. Indicators like
moving averages and support and resistance level are
easy to implement algorithmatically. Patterns like head-
and-shoulder, inverse head-and-shoulder, broadening
tops and bottoms, and etcetera, are easy for human to
visually identify but difficult for computers to recog-
nize. For such patterns, methods like smoothing estima-
tors and kernel regression can be applied to increase
their machine-readability (Dawson & Steely, 2003; Lo,
Mamaysky, & Wang, 2000).

The advances in data mining technology have pushed
the technical analysis of stock market from simple
indicators, visually recognizable patterns, and linear

statistical models to more complicated nonlinear mod-
els. A great deal of research has focused on the applica-
tions of artificial intelligence (AI) algorithms, such as
artificial neural networks (ANNs) and genetic algo-
rithm (e.g., Allen & Karjalainen, 1999; Chenoweth,
Obradovic, & Stephenlee, 1996; Thawornwong, Enke, &
Dagli, 2003). ANNs equipped with effective learning
algorithms can use different kinds of inputs, handle
noisy data, and identify highly nonlinear models. Ge-
netic algorithms constitute a class of search, adaptation,
and optimization techniques to emulate the principles
of natural evolution. More recent studies tend to em-
brace multiple AI techniques in one approach. Tsaih,
Hsu, & Lai (1998) integrated the rule-based systems
technique and the neural networks technique to predict
the direction of daily price changes in S&P 500 stock
index futures. Armano, Murru, & Roli (2002) employed
ANNs with a genetic algorithm to predict the Italian stock
market. Fuzzy logic, a relatively newer AI algorithm,
has also been used in stock market prediction literature
(e.g., Dourra & Siy, 2001). The increasing popularity of
fuzzy logic is due to its simplicity in constructing the
models and less computation load. Fuzzy algorithms
provide a fairly straightforward translation of the quali-
tative/linguistic statements of rules.

Market Efficiency Theory

According to the market efficiency theory, a stock’s
price is a full reflection of market information about
that stock (Fama, 1991; Malkiel, 1996). Therefore, if
there is information out on the market about a stock, the
stock’s price will adjust accordingly. Interestingly, evi-
dence shows that price adjustment in response to news
usually does not settle down in one day; it actually takes
some time for the whole market to digest the news. If the
stock’s price really adjusted to relevant events in a
timely manner, the stock price chart would have looked
more like what Figure 1 shows.
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The flat periods indicate that there were no events
occurring during the periods while the sharp edges
indicate sudden stock price movements in response to
event announcements. However, in reality, most stocks’
daily price resembles the curve shown in Figure 2. As
the figure shows, there is no obvious flat period for a
stock and the stock price seemed to keep on changing. In
some cases, the stock price continuously moves down
or up for a relatively long period, for example, the
period of May 17, 2002 to July 2, 2002, and the period
of October 16, 2002 to November 6, 2002. This could
be either there were negative (or positive) events for the
company every day for a long period of time or the stock
price adjustment to events actually spans a period of
time, rather than instantly. The latter means that stock
price adjustment to the event announcements is not
efficient and the semi-form of the market efficiency theory
does not hold. Furthermore, we think the first few days’
price adjustments of the stock are crucial, and the price
movements in these early days might contain enough
information to predict whether the rest of price adjustment
in the near future is upwards or downwards.

Knowledge Representation

Knowledge representation holds the key to the success
of data mining. A good knowledge representation should
be able to include all possible phenomena of a problem
domain without complicating it (Liu, 1998). Here, we
use K-lines, a widely used representation method of the
daily stock price in Asian stock markets, to describe the
daily price change of a stock. Figure 3 is examples of K-
Lines.

Figure 3(a) is a price-up K-Line, denoted by an empty
rectangle, indicating the closing price is higher than the
opening price. Figure 3(b) is a price-down K-line, de-
noted by a solid rectangle, indicating the closing price is
lower than the opening price. Figure 3(c) and 3(d) are 3-
day K-Lines. Figure 3(c) shows that the price was up for
two consecutive days and the second day’s opening
price continued on the first day’s closing price. This
indicates that the news was very positive. The price came
down a little bit on the third day, which might be due to the
correction to the over-valuation of the good news in the
prior two days. Actually, the long price shadow above the
closing price of the second day already shows some
degree of price correction. Figure 3(d) is the opposite of
Figure 3(c). When an event about a stock happens, such
as rumors on merger/acquisition, or change of dividend
policies, the price adjustments might last for several days
till the price finally settles down. As a result, the stock’s
price might keep rising or falling or stay the same during
the price adjustment period.

A stock has a K-Line for every trading day, but not
every K-Line is of our interest. Our goal is to identify a
stock’s K-Line patterns that reflect investors’ reactions
to market events such as the releases of good or bad
corporate news, major stock analysts’ upgrade on the
stock, and etcetera. Such market events usually can
cause the stock’s price to oscillate for a period of time.
Certainly, a stock’s price sometimes might change with
large magnitude just for one day or two due to transient
market rumors. These types of price oscillations are
regarded as market noises and therefore are ignored.

Whether a stock’s daily price oscillates is deter-
mined by examining if the price change on that day is
greater than the average price change of the year. If a
stock’s price oscillates for at least three consecutive
days, we regard it as a signal of the occurrence of a
market event. The market’s response to the event is
recorded in a 3-day K-Line pattern. Then, we examine
whether this pattern is followed by an up or down trend
of the stock’s price a few days later.

Figure 1. Ideal stock price movement curve under the
market efficiency theory

 

Figure 2. The daily stock price curve of Intel Corporation (NasdaqNM Symbol: INTC)
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