
1389

RRobust Learning Algorithm with LTS Error 
Function
Andrzej Rusiecki
Wroclaw University of Technology, Poland

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.

INTRODUCTION

Feedforward neural networks (FFNs) are often con-
sidered as universal tools and find their applications in 
areas such as function approximation, pattern recogni-
tion, or signal and image processing. One of the main 
advantages of using FFNs is that they usually do not 
require, in the learning process, exact mathematical 
knowledge about input-output dependencies. In other 
words, they may be regarded as model-free approxima-
tors (Hornik, 1989). They learn by minimizing some 
kind of an error function to fit training data as close as 
possible. Such learning scheme doesn’t take into ac-
count a quality of the training data, so its performance 
depends strongly on the fact whether the assumption, 
that the data are reliable and trustable, is hold. This is 
why when the data are corrupted by the large noise, 
or when outliers and gross errors appear, the network 
builds a model that can be very inaccurate.

In most real-world cases the assumption that er-
rors are normal and iid, simply doesn’t hold. The data 
obtained from the environment are very often affected 
by noise of unknown form or outliers, suspected to be 
gross errors. The quantity of outliers in routine data 
ranges from 1 to 10% (Hampel, 1986). They usually 
appear in data sets during obtaining the information and 
pre-processing them when, for instance, measurement 
errors, long-tailed noise, or results of human mistakes 
may occur.

Intuitively we can define an outlier as an observa-
tion that significantly deviates from the bulk of data. 
Nevertheless, this definition doesn’t help in classifying 
an outlier as a gross error or a meaningful and impor-
tant observation. To deal with the problem of outliers 
a separate branch of statistics, called robust statistics 
(Hampel, 1986, Huber, 1981), was developed. Robust 
statistical methods are designed to act well when the 
true underlying model deviates from the assumed 
parametric model. Ideally, they should be efficient and 
reliable for the observations that are very close to the 

assumed model and simultaneously for the observations 
containing larger deviations and outliers.

The other way is to detect and remove outliers 
before the beginning of the model building process. 
Such methods are more universal but they do not take 
into account the specific type of modeling philosophy 
(e.g. modeling by the FFNs). In this article we propose 
new robust FFNs learning algorithm based on the least 
trimmed squares estimator.

BACKGROUND

The most popular FFNs learning scheme makes use of 
the backpropagation (BP) strategy and a minimization 
of the mean squared error (mse). Until now, a couple 
various robust BP learning algorithms have been pro-
posed. Generally, they take advantage of the idea of 
robust estimators. This approach was adopted to the 
neural networks learning algorithms by replacing the 
mse with a loss error function of such a shape that the 
impact of outliers may be, in certain conditions, reduced 
or even removed.

Chen and Jain (1994) proposed the Hampel’s hy-
perbolic tangent as a new error criterion, with the scale 
estimator β that defines the interval supposed to contain 
only clean data, depending on the assumed quantity of 
outliers or current errors values. This idea was combined 
with the annealing concept by Chunag and Su (2000). 
They applied the annealing scheme to decrease the value 
of β, whereas Liano (1996) introduced the logistic er-
ror function derived from the assumption of the errors 
generated with the Cauchy distribution. In a recent 
work Pernia-Espinoza et al. (2005) presented an error 
function based on tau-estimates. An approach based on 
the adaptive learning rate was also proposed (Rusiecki, 
2006). Such modifications may significantly improve 
the network performance for corrupted training sets. 
However, even these approaches suffer from several 
difficulties and cannot be considered as universal (also 
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because of properties of applied estimators). Besides, 
very few of them have been proposed until today and 
they exploit the same basic idea, so we still need to 
look for new solutions.

ROBUST LTS LEARNING ALGORITHM

Least Trimmed Squares

The least trimmed squares estimator (LTS), introduced 
by Rousseuw (1984, 1985) is a classical high break-
down point robust estimator, similar to the slower 
converging least median of squares (LMS) (Rousseuw, 
1984). The estimator and its evaluations are often used 
in linear and nonlinear regression problems, in sensi-
tivity analysis, small-sample corrections, or in simple 
detecting outliers. The main difference between the 
LTS estimator and the least sum of squares, but also 
M-estimators, is obviously the operation performed on 
residuals. In this case however, robustness is achieved 
not by replacing the square by another function but by 
superseding the summation sign with something else. 
The nonlinear least trimmed squares estimator is then 
defined as: 
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where (r2)1:n≤…≤(r2)n:n are the ordered squared re-
siduals ri2(θ)={yi-η(xi,θ)}2, yi represents the dependent 
variable, xi=(xi1,…,xik) the independent input vector, 
and θ∈Rp denotes the underlying parameter vector for 
the general nonlinear regression model. The trimming 
constant h must be chosen as n/2<h≤n to provide that n-h 
observations with the largest residuals do not directly 
affect the estimator. Under certain assumptions the esti-
mator should be robust not only to outliers (Stromberg, 
1992) but also to the leverage points (grossly aberrant 
values of xi) (Rousseuw, 1987).

Derivation of the LTS Algorithm

For simplicity, let us consider a simple three layer 
feedforward neural network with one hidden layer. The 
net is trained on a set of n training pairs: 

{(x1,t1),(x2, t2),…,(xn, tn)}, 

where xi∈Rp and ti∈Rq. For the given input vector 
xi=(xi1,xi2,…,xip)T, the output of the jth neuron of the 
hidden layer may be obtained as: 
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where f1(⋅) is the activation function of the hidden 
layer, wjk is the weight between the kth net input and 
jth neuron, and bj is the bias of the jth neuron. Then 
the output vector of the network yi=(yi1,yi2,…,yiq)T 
is given as: 
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Here f2(⋅) denotes the activation function, w’vj is 
the weight between the vth neuron of the output layer 
and the jth neuron of the hidden layer, and b’v is the 
bias of the vth neuron of the output layer. Now, we 
introduce the robust LTS error criterion, based on the 
Least Trimmed Squares estimator. The new error func-
tion is defined as: 

( )∑
=

=
h

i
niLTS rE

1
:

2

.    (4)

In this case, (r2)1:n≤…≤(r2)n:n are ordered squared 
residuals of the form 
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The trimming constant h must be carefully chosen 
because it is responsible for the quantity of patterns 
suspected to be outliers.

We assume, for simplicity, that weights are updated 
according to the gradient-descent learning algorithm 
but this can be extended to any other gradient-based 
algorithm. Then to each weight is added (α denotes a 
learning coefficient): 

∆wjk=-α ∂ELTS/∂wjk,    (6)
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