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INTRODUCTION

Several unsupervised learning topics have been ex-
tensively studied with wide applications for decades 
in the literatures of statistics, signal processing, and  
machine learning. The topics are mutually related and 
certain connections have been discussed partly, but 
still in need of a systematical overview. The article 
provides a unified perspective via a general frame-
work of independent subspaces, with different topics 
featured by differences in choosing and combining 
three ingredients. Moreover, an overview is made via 
three streams of studies. One consists of  those on the 
widely studied principal component analysis (PCA) and 
factor analysis (FA),  featured by the second order inde-
pendence. The second consists of  studies on a higher 
order independence featured independent component 
analysis (ICA), binary FA, and nonGaussian FA. The 
third is called mixture based learning that combines 
individual jobs  to fulfill a complicated task. Extensive 
literatures make it impossible to provide a complete 
review. Instead,  we aim at sketching a roadmap for 
each stream with attentions on those  topics missing 
in the existing surveys and textbooks, and limited to  
the authors’ knowledge.

A GENERAL FRAmEWORK OF 
INDEPENDENT SUBSPACES

A number of unsupervised learning topics are featured 
by its handling on a fundamental task. As shown in 
Fig.1(b), every sample x is projected into x̂  on a  mani-
fold  and the error xxe ˆ−=  of using x̂  to represent 
x  is minimized collectively on a set of samples.  One  
widely studied situation is that a manifold is a subspace 
represented by linear coordinates, e.g., spanned by three 
linear independent basis vectors 321 ,, aaa  as shown in 
Fig.1(a). So, x̂  can be represented by its projection 
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Typically,  the error xxe ˆ−=   is measured by the 
square norm, which is minimized  when e  is orthogonal 
to x̂ . Collectively, the minimization of the average error 

2e on a set of samples or its expectation 2eE  is featured 
by those natures given at the bottom of Fig.1(a).  

Generally, the task consists of  three ingredients,  as 
shown in Fig.2.  First, how the error xxe ˆ−=   is meas-
ured. Different measures define different projections.  
The square norm  2ed =  applies to a homogeneous 
medium between x  and x̂ . Other measures are needed 
for inhomogeneous mediums. In Fig.1(c),  a non-or-
thogonal but still linear projection is considered via 

eeed e
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e =Σ−1 , as if e is first mapped 
to a homogeneous medium by a linear mapping e and 
then measured by the square norm. Shown at the bot-
tom of Fig.1(c) are the natures of this 2

B
eMin . Being 

considerably different from those of 2eMin ,  more 
assumptions have to be  imposed externally.

The second ingredient is a coordinate system,  via 
either linear vectors in Fig.1(a)&(c) or a set of curves 
on a nonlinear manifold in Fig.1(b).  Moreover, there 
is  the third ingredient that imposes certain structure 
to further constrict  how y is distributed within the 
coordinates, e.g., by the nature d).

The differences in choosing and combining the 
three ingredients lead to different approaches. We use 
the name “independent subspaces” to denote those 
structures with the components of y  being mutually 
independent, and get a general framework for accom-
modating several unsupervised learning topics.  

 Subsequently,  we  summarize them via three 
streams of studies by considering 

•  eeed e
T

B
12 −Σ==  and  two special cases, 

•  three types of independence structure, and  wheth-
er there is temporal structure among samples,  

• varying  from one linear coordinate system to 
multiple linear coordinate systems at different 
locations, as shown in Fig.2.  
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Figure 1.

Figure 2.
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